
www.manaraa.com

Retrospective Theses and Dissertations Iowa State University Capstones, Theses and
Dissertations

2007

Dynamic calibration of current-steering DAC
Chao Su
Iowa State University

Follow this and additional works at: https://lib.dr.iastate.edu/rtd

Part of the Electrical and Electronics Commons

This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.

Recommended Citation
Su, Chao, "Dynamic calibration of current-steering DAC" (2007). Retrospective Theses and Dissertations. 15950.
https://lib.dr.iastate.edu/rtd/15950

http://lib.dr.iastate.edu/?utm_source=lib.dr.iastate.edu%2Frtd%2F15950&utm_medium=PDF&utm_campaign=PDFCoverPages
http://lib.dr.iastate.edu/?utm_source=lib.dr.iastate.edu%2Frtd%2F15950&utm_medium=PDF&utm_campaign=PDFCoverPages
https://lib.dr.iastate.edu/rtd?utm_source=lib.dr.iastate.edu%2Frtd%2F15950&utm_medium=PDF&utm_campaign=PDFCoverPages
https://lib.dr.iastate.edu/theses?utm_source=lib.dr.iastate.edu%2Frtd%2F15950&utm_medium=PDF&utm_campaign=PDFCoverPages
https://lib.dr.iastate.edu/theses?utm_source=lib.dr.iastate.edu%2Frtd%2F15950&utm_medium=PDF&utm_campaign=PDFCoverPages
https://lib.dr.iastate.edu/rtd?utm_source=lib.dr.iastate.edu%2Frtd%2F15950&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/270?utm_source=lib.dr.iastate.edu%2Frtd%2F15950&utm_medium=PDF&utm_campaign=PDFCoverPages
https://lib.dr.iastate.edu/rtd/15950?utm_source=lib.dr.iastate.edu%2Frtd%2F15950&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:digirep@iastate.edu


www.manaraa.com

Dynamic calibration of current-steering DAC 
 
 
 

by 
 
 

Chao Su 
 
 
 

A dissertation submitted to the graduate faculty 
 

in partial fulfillment of the requirements for the degree of 
 

DOCTOR OF PHILOSOPHY 
 
 
 

Major:  Electrical and Computer Engineering   
 

Program of Study Committee: 
R.L. Geiger, Major Professor 

Degang Chen 
Robert Weber 

Aleksandar Dogandži�  
Mervyn Marasinghe  

 
 
 
 
 
 
 
 
 
 
 
 

Iowa State University 
 

Ames, Iowa 
 

2007 
 

Copyright © Chao Su, 2007.  All rights reserved. 



www.manaraa.com

UMI Number: 3259474

3259474
2007

UMI Microform
Copyright

All rights reserved. This microform edition is protected against 
    unauthorized copying under Title 17, United States Code.

ProQuest Information and Learning Company 
300 North Zeeb Road

P.O. Box 1346
     Ann Arbor, MI 48106-1346 

 by ProQuest Information and Learning Company. 



www.manaraa.com

ii  

TABLE OF CONTENTS 
 
 
LIST OF FIGURES iv 

ABSTRACT viii 

CHAPTER 1.   INTRODUCTION 1 

1.1  Background 1 

1.2  Thesis organization 3 

CHAPTER 2.   DAC ARCHITECTURE, NONLINEARITIES AND CALIBRATION 

REVIEW 4 

2.1  Typically DAC circuits implementation 5 

2.1.1  Voltage mode 5 

2.1.2  Charge mode 5 

2.1.3  Current mode 6 

2.2  DAC architectures 8 

2.2.1  Binary-weighted architecture 8 

2.2.2  Thermometer-coded architecture 9 

2.2.3  Segmented architecture 10 

2.3  Performance characteristic 10 

2.3.1  Static performances 11 

2.3.2  Dynamic performance 23 

2.4  Approaches of nonlinearities compensation 27 

2.4.1  Switching schemes 27 

2.4.2  Circuit techniques 29 

2.5  Conventional Calibration approaches 30 

CHAPTER 3.   NEW CALIBRATION SCHEME 34 

3.1  Time domain analysis 35 

3.2  DAC Dynamic calibration scheme 38 

3.3  Calibration conception 39 

3.4  Determine signal error E 42 



www.manaraa.com

iii  

3.5  Current-steering DAC calibration scheme 47 

CHAPTER 4.   SIMULATION RESULTS AND DISCUSSION 50 

4.1  15-bit current-steering DAC behavior mode prototype 51 

4.1.1  DAC calibration scheme 51 

4.1.2  Simulation results 53 

4.1.3  Robustness of the calibration approach 55 

4.1.4  Conclusions 58 

4.2  12-bit current steering DAC transistor level prototype 59 

4.2.1  DAC structure 59 

4.2.2  Architecture 60 

4.2.3  Simulation results: 70 

4.2.4  Conclusions 84 

CHAPTER 5.   EXPERIMENTNAL RESULTS 85 

5.1  Introduction 85 

5.1.1  The error determination procedure 87 

5.2  Experimental Setup 91 

5.3  Experimental results 93 

5.3.1  Precode 93 

5.3.2  Look-up table calibration 94 

5.4  Discussion 95 

CONCLUSIONS 103 

REFERENCES 104 

 

 

 

 

 

 

 



www.manaraa.com

iv 

LIST OF FIGURES  
 
 
Figure 2. 1  Charge-redistribution DAC 6 

Figure 2. 2  Current-steering DAC 7 

Figure 2. 3  Thermometer coded Architecture 9 

Figure 2. 4  Quantization Noise 12 

Figure 2. 5  Offset and gain error 14 

Figure 2. 6  Nonideal output impedance current source 17 

Figure 2. 7  Current source and the output impedance 18 

Figure 2. 8  The DAC dynamic specification 24 

Figure 2. 9  Time skew of DACs 26 

Figure 2. 10 Digital calibration 32 

Figure 3. 1   Calibration goal                                                                                         34 

Figure 3. 2   Different output waveforms of step response 35 

Figure 3. 3   DAC output nonlinearities 36 

Figure 3. 4   Dynamic error models 37 

Figure 3. 5   MSB calibration conceptual illustration 40 

Figure 3. 6   DAC model 38 

Figure 3. 7   DAC calibration model 39 

Figure 3. 8   Dynamic glitch error value exaction procedure 44 

Figure 3. 9   Dynamic errors illustration for a 3 bits current steering DAC 46 

Figure 3. 10 DAC calibration scheme 48 

Figure 4. 1   DAC test diagram                                                                                                       51 

Figure 4. 2   DAC calibration scheme 52 

Figure 4. 3   SFDR vs. input signal frequency between before and after dynamic          

                    calibration 54 

Figure 4. 4   SFDR vs. compensation pulse width 55 

Figure 4. 5   SFDR vs. compensation pulse delay 56 

Figure 4. 6   Two calibration triangle waveforms 57 



www.manaraa.com

v 

Figure 4. 7   SFDR vs. input signal Frequency for different compensation pulse shapes 58 

Figure 4. 8   Current steering DAC structure 60 

Figure 4. 9   Two-step decoding 61 

Figure 4. 10   A 3-to-8 row decoder circuit and the outputs for a ramp 62 

Figure 4. 11   Latches structure 64 

Figure 4. 12   Latch output signal crossing point 64 

Figure 4. 13   Conceptual block diagram of a DAC 67 

Figure 4. 14   Current source unit cell and the voltage variation at point P 69 

Figure 4. 15   Table coverage for different input signal frequencies 72 

Figure 4. 16   FFT of DAC output before and after dynamic glitch calibration with single   

                      frequency error look-up table 74 

Figure 4. 17   SFDR vs. input signal frequency for signal frequency error look-up table   

                      calibration 75 

Figure 4. 18   Combined error look-up table 76 

Figure 4. 19   FFT of DAC output before and after dynamic glitch calibration with full       

                       scale error look-up table 77 

Figure 4. 20   SFDR vs input signal frequency before and after dynamic calibration 78 

Figure 4. 21   SFDR vs input signal frequency before and after dynamic calibration 79 

Figure 4. 22   SFDR vs input signal frequency with modified error look-up-table                 

                       (low frequencies) 80 

Figure 4. 23   SFDR vs input signal frequency with modified error look-up-table                

                       (high frequencies) 81 

Figure 4. 24   SFDR vs. compensation pulse delay of DAC after dynamic calibration 82 

Figure 4. 25   Two calibration triangle waveforms 83 

Figure 4. 26   SFDR vs. input-signal frequency for different compensation pulse shapes 84 

Figure 5. 1   DAC test setting                                                                                                   86 

Figure 5. 2   ak and bk determination through three power spectrum measures 88 

Figure 5. 3   DAC experimental measurement setup 91 

Figure 5. 4   SFDR vs input signal frequencies for procode calibration 93 



www.manaraa.com

vi 

Figure 5. 5   SFDR vs input signal frequencies for error look-up table calibration 95 

Figure 5. 6   input signal and error waveform for (xn, xstep)=(7,7) @ fsig=7.34MHz,                    

                     fs =50mHz 99 

Figure 5. 7   input signal and error waveform for (xn, xstep)=(10,7) @ fsig=20.8MHz,                 

                     fs=50mHz 100 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



www.manaraa.com

vii  

LIST OF TABLES 

 
 
Table 5. 1   Compensation error values for different input frequencies@ different input      

                   code and step jumping 98 

Table 5. 2   Dynamic glitch error values for different input frequencies@ different input     

                   code and step jumping 101 

Table 5. 3   Dynamic settling error values for different input frequencies@ different input   

                   code and step jumping 102 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



www.manaraa.com

viii  

ABSTRACT 

 

The demand for high-speed communication systems has dramatically increased during 

the last decades. Working as an interface between the digital and analog world, Digital-to-

Analog converters (DACs) are becoming more and more important because they are a key 

part which limits the accuracy and speed of an overall system. Consequently, the 

requirements for high-speed and high-accuracy DACs are increasingly demanding. It is well 

recognized that dynamic performance of the DACs degrades dramatically with increasing 

input signal frequencies and update rates. The dynamic performance is often characterized by 

the spurious free dynamic range (SFDR). The SFDR is determined by the spectral harmonics, 

which are attributable to system nonlinearities.  

A new calibration approach is presented in this thesis that compensates for the 

dynamic errors in performance. In this approach, the nonlinear components of the input 

dependent and previous input code dependent errors are characterized, and correction codes 

that can be used to calibrate the DAC for these nonlinearities are stored in a two-dimensional 

error look-up table. A series of pulses is generated at run time by addressing the error look-up 

table with the most significant bits of the Boolean input and by using the corresponding 

output to drive a calibration DAC whose output is summed with the original DAC output. 

The approach is applied at both the behavioral level and the circuit level in current-steering 

DAC.  

The validity of this approach is verified by simulation. These simulations show that 

the dynamic nonlinearities can be dramatically reduced with this calibration scheme. The 

simulation results also show that this calibration approach is robust to errors in both the 

width and height of calibration pulses.    
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Experimental measurement results are also provided for a special case of this dynamic 

calibration algorithm that show that the dynamic performance can be improved through 

dynamic calibration, provided the mean error values in the table are close to their real values. 
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CHAPTER 1.   INTRODUCTION 

 

1.1  Background 

The telecommunication market has experienced unprecedented growth during the last 

decade.  With the decreasing feature size of the transistor, over millions of transistors can be 

integrated into a single chip. The digital part becomes more important with growth while the 

analog part remains crucial. As an interface between the digital and analog world, digital-to-

analog converters (DACs) have to meet the requirement for both sides[1]. Numerous types of 

DACs, such as decoder-based, binary-weighted, etc., have been designed to meet the 

requirement. With the development of submicron CMOS technologies, high-accuracy digital 

to analog converters are becoming increasingly important as the commonly used building 

block in communication systems. Furthermore, with increasing of the update rates, like those 

seen in submicron, CMOS technologies that show an increase in conversion speed up to Giga 

Hertz range, dynamic performance of such DACs at high frequencies is of particular interest. 

So, the requirement for high-speed and high-accuracy DACs has become urgent.  

The DACs’ performance deteriorates dramatically with increases in system clock rate 

and input signal frequency. To address this, many calibration approaches were reported in the 

literature to improve DAC performance. But, most of the approaches focused on static 

nonlinearity calibration, and few papers have reported on how to deal with dynamic 

calibration at high frequency ranges. In this dissertation, dynamic nonlinearity is analyzed 

and its effect on the output waveform is discussed. A novel dynamic error calibration 

approach is presented to compensate for nonlinearities and, therefore, to improve DACs’ 

dynamic performance, especially at high frequency. 
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      DACs convert a signal from a digital code to an analog signal proportional to the 

digital input. The output signal of the DACs can be voltage, current, or charge. As one of the 

most common analog interface circuits between the digital domain and analog domain, DACs 

can be used from low-speed, high-resolution audio application to high-speed, low-resolution 

video applications. Among these applications, low-sample rate, high-resolution architectures 

are dominated by oversampling architectures. But, this type of DACs can be only used in 

medium-to-low speeds. In other ranges the Nyquist-rate DACs dominate. Therefore, we only 

focus on Nyquist-rate DACs in the following study. 

DACs are usually in the form of voltage or current output when they are designed to 

drive an external load. It is very easy to modify a current DAC into a voltage DAC with a 

resistive load. Throughout the years, the demand for high-speed and high-resolution has been 

increasing in communications. Among these DACs, current-steering DAC are often used for 

high-speed and high-resolution converters in advanced CMOS technologies because of its 

attractive features. First, current-steering DACs are easy to integrate into standard digital 

CMOS technologies. Second, current-steering DACs can delivery nearly all power to the 

output, so the converter is very power efficient.  

In this thesis, we study the dynamic nonlinearities of DACs and present an approach 

that can improve the DACs’ dynamic performance at high-frequency, near-Nyquist rate by 

adding an extra compensation calibration DAC (CALDAC) output to the main DAC. The 

output of the CALDAC output is generated according to an error look-up table. It is shown 

that this approach can significantly improve DACs’ dynamic performance, especially at high 

frequency. 
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1.2  Thesis organization 

 This thesis is organized as six chapters. Chapter 1 is the introduction which gives a 

brief background of DACs and the thesis organization. Chapter 2 describes varied DAC 

architecture and concepts of DAC static and dynamic nonlinearies. Some circuits’ level 

methods and calibration approaches are also reviewed in this chapter.  In chapter 3, the basic 

idea of the dynamic calibration is given and the generation of the error used for dynamic 

nonlinearities is also described. Chapter 4 presents the prototype of a 15-bits, behavioral- 

mode, current-steering DAC and a 12-bits, transistor-level, current-steering DAC working as 

a main DAC in the calibration. The simulation results of the dynamic calibration are given in 

this chapter. The experimental measurement scheme, results, and the discussion about the 

results are provided in chapter 5.  Insight into the shortcomings of this approach and future 

work that may be necessary are discussed in chapter 6. Finally,  the references are cited. 
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CHAPTER 2.   DAC ARCHITECTURE, NONLINEARITIES, 
AND CALIBRATION REVIEW  

 

In signal processing and telecommunication systems, the digital-to-analog converters 

(DACs) are used to reconstruct the analog signal from arbitrary digital waveform. DACs are a 

key part which limits the accuracy and speed of the overall system [2][3]. The DACs can be 

generally divided into two main types according to the sampling frequency to input signal 

ratio: Nyquist-rate converters and oversampling converters [4]. 

1. Nyquist-rate converters:    

For Nyquist-rate converters, output values have a one-to-one correspondence with a 

single input value. Each analog output level is a result of a single K-bit input word. However, 

this type of converter seldom operates near Nyquist rate for two major reasons. First, the 

dynamic performance degrades dramatically near the Nyquist rate. Second, the anti-aliasing 

filter design becomes much harder when DACs operate near the Nyquist rate, which requires 

the anti-aliasing filter to fall down very sharply. Typically, the Nyquist rate converters’ 

sampling rate is about 1.5 to 10 times the Nyquist rate. 

2.    Oversampling converters 

Oversampling converters can push the quantization noise of the converter out of the 

signal’s bandwidth through oversampling (about 20 to 512 times faster) and filter it out by a 

following connected filter operation.  As a result, the output’s signal-to-noise ratio (SNR) can 

be increased with the larger of the oversampling ratio. The oversampling DAC’s have 

become popular for high resolution, but are only used in medium-to-low speeds [5].  

In this thesis, the candidate of study is high-frequency DACs; therefore, we focus on 

Nyquist-rate DACs in the following chapters. 
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2.1  Typical DAC circuits implementation 

In this work, we focus our study on DACs suitable for high-speed and high-resolution 

application. There are three basic models of circuit technology to implement the DACs: 

voltage mode, current model, and charge-redistribution mode. We will give a brief 

introduction for each mode in the following. 

2.1.1  Voltage mode 

For the voltage mode, the output signal is given by voltage level. Typically, structure 

for this mode is the resistor-string. There are several types of architectures for the resistor-

sting DAC. The most straightforward approach for realizing the N bits DAC is through 

decoder-based converters which create 2N reference signals and pass the appropriate signal to 

the output. The reference voltage Vref is divided by the resistor-string and form different 

weights. The switch network is connected in a tree-like decoder. The resistor-string structure 

is simple, but the delay caused by the switch network severely limits its speed [4]. Though 

logic can be used for the decoder to make it faster, the improvement is still moderate. When 

the number of bits becomes large, the resistors and switches number increases significantly, 

which will occupy a large area. In broadband applications, the Opamp design is becoming 

difficult. Moreover, resistor matching is also a significant issue.  

2.1.2  Charge mode 

The charge mode DAC is usually the charge-redistribution DAC implemented with a 

switched-capacitor (SC) technique. The basic idea is illustrated as Fig. 2.1 [4]. For a N-bit 

DAC, the most significant bit (MSB) capacitor is 2N-1 times of the least significant bit (LSB). 

For an input word Xi=(b1, b2 ,… ,bN, ), where bi∈{0,1}, the corresponding switches will be 

turned on to send different weighted voltage to the output Vout, and �
=

−=
N

i

in
o

i
iout V

C

C
bV

1

* .  
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Figure 2. 1  Charge-redistribution DAC 

The type of structure is insensitive to Opamp input-offset voltage, 1/f noise, and 

finite-amplifier gain. But, there are several drawbacks in this structure, such as the capacitors 

matching, the switch-on resistance, and the finite bandwidth of the amplifier. The Opamp 

bandwidth limitation limits charge-redistribution, switched-capacitor DAC’s in medium-to-

low speed application.  

 2.1.3  Current mode 

Current mode DACs are very similar to resistor-based converters but are intended for 

higher-speed application. The basic idea can be shown as Fig. 2.2 [4]. The switches are 

controlled by the input word Xi=(b1, b2 ,… ,bN, ), where bi∈{0,1}, bN is the MSB, and b1 is 

the LSB. Then the output current Iout will be given by 

                                       �
=

−=
N

i

LSB
i

iout IbI
1

1*2*                                                          (1.1) 

where ILSB is the unit LSB current. 

Current-steering DACs are easy to integrate in standard digital CMOS technologies. 

They can also deliver nearly all power to the output and are, therefore, power efficient, due to 

2N-1CLSB 

b1 bN bN-1 
V in 

2N-2CLSB CLSB 
+ 

_ Vout 

C0 
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their current characteristic. So, current-steering DACs are often used for high-speed and high-

resolution converters in advanced CMOS.  

 

 

 

 

 

 

 

 

 

 

 

Figure 2. 2  Current-steering DAC 

Current-steering DACs can be built very compact, and the area required can be quite 

small comparing to others architectures. The small area can reduce the gradient error effect. 

Because they can drive an output resistive load directly without requiring the use of extra 

buffer, current-steering DACs can also be very fast. 

Applications in broad-band communication demand DACs higher than 10 bits 

linearity and sampling rates up to hundreds of Msamples/s [1][6]. These specifications push 

the designs to the technological limits of current digital CMOS processes. In this situation, 

current-steering DACs are often used.  

ILSB 2N-2 ILSB 2N-1 ILSB 

Iout 

RL 

b1 bN bN-1 
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2.2  DAC architectures 

There are several possibilities for how a digital-to-analog current-steering converter 

can be implemented. The approaches differ in complexity, in the control of the switches, and 

in the weight of the current sources. Some architectures need additional circuitry, like a 

thermometer decoder. They also differ in static linearity and in dynamic error for the same 

total current source area. There are three possible architectures for the implementation of the 

current source array: the binary-weighted architecture, the thermometer-coded architecture, 

and the segmented architecture. A brief introduction of each will be given in the following. 

2.2.1  Binary-weighted architecture 

The basic idea of binary-weighted architecture can be shown as Fig. 2.2.  In binary-

weighted implementation, every switch steers a current to the output that is twice as large as 

the next least significant bit. The digital input code directly controls these switches. The 

advantages of this architecture are its simplicity and the small silicon area requirement for 

digital circuit because no decoding logic is needed. On the other hand, a large differential 

nonlinearity (DNL) error and an increased dynamic error are intrinsically linked with this 

architecture. Especially in the medium code, a single current source with the weight 2N-1 is 

switched on or off and N-1 current sources with the total weight 2N-1 -1 are switched off or 

on. This causes a large differential nonlinearity error. A large glitch is normally produced due 

to timing mismatches, which greatly affects dynamic performance. Moreover, monotonicity 

cannot be guaranteed by this architecture.    
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2.2.2  Thermometer-coded architecture 

In contrast to binary-weighted architecture, in thermometer-coded architecture every 

source has a weight of 1 LSB and is addressed individually. The switches are not directly 

controlled by the digital input code. As shown in Fig. 2.3, the digital input code (B0, B1, …, 

BN-1)  is first converted to the thermometer code ( 1210 ,,, −NTTT � ), and then the thermometer 

code are used to control the switches. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. 3  Thermometer coded Architecture 

The advantages of this architecture are its good DNL error and the minor dynamic 

switching errors. Since at every LSB transition only one additional current source has to be 

switched to one of the outputs, in thermometer-coded architecture, the DAC has a guaranteed 

ILSB ILSB ILSB 

Iout 

RL 

T1 T2
N

-1 T2
N

-2 

         Thermometer decoder 

B0 BN-2 BN-1 

T2
N

-1 T2
N

-2 T1 
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monotonic behavior. The major disadvantage of the thermometer-coded architecture is the 

complexity, the area required, and the power consumption of the thermometer decoder, 

especially for resolutions beyond 10 bits [7]. An N-bit binary input code is mapped to a 2N-1 

bit thermometer code. For large resolutions, the thermometer decoder will become 

increasingly complex and large in terms of silicon area. 

2.2.3  Segmented architecture 

Segmented architecture can combine the advantages of both binary-weighted and 

thermometer-coded DACs [7]. In this case, the DAC is divided into two sub-DACs: the Nb 

bits LSB are implemented using a binary-weighted architecture, while the Nt bits MSB are 

implemented in a thermometer-coded architecture. In this architecture, a balance between 

good static and dynamic performance at a reasonable decoder area and complexity can be 

achieved.  

 

2.3  Performance characteristics 

In previous sections, we discussed the different architectures and implementation for 

the DACs where all DACs are assumed to be ideal. This means that the DACs are free of 

transistor mismatching, all unitary currents are identical and constant, there are no parasitic 

capacitance and resistance, and the settling time is infinite short.  But in reality, DACs rarely 

run in ideal situations. Their performance may be affected by many factors like temperature 

variation, device process variation, current source internodes, finite output impedance, etc. 

[8][9]. All these nonlinearities will add errors to the DACs’ output and, therefore, degrade 

DACs’ performance. 

The characterization of DACs’ performance can be divided into static and dynamic 

properties [10][11]. The static properties are DACs’ performance at DC and low frequencies. 
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These properties are determined by settled DAC output analog values and affected by static 

errors like settling errors and finite output resistance. Since static properties are the 

description of the settled values, they do not describe DACs’ behavior in the transient region. 

They are usually too optimistic for the DACs’ measurement, especially at high frequency 

ranges, but they set the best performance that a DAC can achieve. The static errors can be 

measured by differential nonliniearity error (DNL), integral nonlinearity error (INL) in time 

domain, and Spurious-free-dynamic range (SFDR) (at low frequencies) in frequency domain. 

Dynamic properties present the signal-dependent transition between two states. So, they are 

affected by not only the static properties but also the successive input codes. In the time 

domain, DACs’ behavior is measured by the settling time, slewing, glitches, and time skew, 

etc.  In the frequency domain, DACs’ performance can be measured by SFDR, signal-to-

noise ratio (SNR), total harmonic distortion (THD), etc.  

Linearity is often an important aspect considered in the current-steering DACs design. 

The linearity is affected by both the static nonlinear errors and dynamic nonlinear errors [2]. 

In the following, the major errors are briefly reviewed. 

2.3.1  Static performances 

The static performances of DACs describe the behavior at DC or low frequencies. 

The most common static performances are quantization noise, gain error, offset error, INL, 

and DNL. The most important static measurements are INL and DNL[10]. 

2.3.1.1 Quantization noise 

The quantization noise exists in ADC [4]. As for DACs, they have no quantization 

noise since the output signals are well defined as long as the resolution of the DAC is not 

lower than the input signal. But even in this case, we can still compare the DAC output with 

the “ideal” analog output where the resolution is assumed to be infinite. This can be shown as 
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Fig 2.4. Assuming the input signal is an uniformly increasing ramp, there is no overloading. 

In figure 2.4, the dash line is the ideal analog output, and the solid line is the actual output. 

The DAC output is assumed to be sampled-and-held, meaning the output is staircase shaped. 

We also assume the transition region is very short compared with the sampling period. 

 

 

 

 

 

 

 

 

 

 

Figure 2. 4  Quantization Noise 

 
Then the actual output can be expressed as: 

                        �
−

=
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where ST(t) is the square pulse function: 

�
�
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=
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01
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The ideal analog output is: 
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LSBid 20.)( ≤≤=  

Taking the difference between these two signals will give the noise signal XQ(t): 
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)()()( tXtXtX oidQ −=  

The quantization signal XQ is limited to 2/LSBV± , the offset of the quantization signal 

is VLSB/2. However, the root-mean-square (rms) of the noise signal is given by: 

                    
12

)
2

()(
1

)(
2

2

0

22 LSBLSB
T

QQ
VV

dttX
T

rmsX =−= �                                    

So,                                            
12

)( LSB
Q

V
rmsX =                                                     (2.2) 

For reasonable high-bit resolution, quantization noise can be regarded as white noise. 

Then, the power spectral density (PSD) of the noise signal will be uniformly distributed over 

the Nyquist rate range. So, the PSD can be expressed as: 

                                              
s

LSBQ
Q f

V

f

rmsV
fS

.62/

)(
)(

2

2

2

==                                              (2.3) 

where fs is the sampling frequency of the DAC. 

For a given input signal waveform, a formula can be derived to give the best possible 

signal-to-noise ratio (SNR) for a given number bits (N) in an ideal DAC. 
The sinusoid signals are the often-used candidate to characterize the DAC. So, we 

also use a sinusoid signal to derive the SNR. Assuming the Vin is a sine waveform between 0 

an Vref, the ac power of the signal is 
22

refV
. So the SNR will be: 

                                   
dBN

rmsV

V
SNR N

Q

ref

76.102.6

)2
2

3
log(20)

)(

22/
log(20

+=

==
                                (2.4) 

The SNR increased about 6 dB for each additional bit in the DAC. 

2.3.1.2  Offset and gain errors 

During quantization noise analysis, it is assumed that no errors exist in the DAC, 

which means that the actual value is equal to the ideal value. But, this equality of values is 

not true in reality. The output will not be a uniform staircase if there are errors in the DACs. 
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As we can observe Fig. 2.5, the dashed line is the desired output, and the solid line is the 

actual output. The two signals will not coincide due to the errors. This error can be specified 

as offset and gain errors [4]. Gain errors can be divided into linear errors and nonlinear 

errors.  The linear errors will scale the DAC analog output signal magnitude, while the 

nonlinear errors will introduce distortion to the output waveform. 

Gain and offset errors are extracted from a sampled set of digital input code and 

analog output code. A line can be drawn from the input code and output code. In DACs, the 

offset error (Eoff) is defined to be the output that when the DAC input code is C0, which 

should produce zero output[4]. It can be expressed in the units of LSB: 
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Figure 2. 5  Offset and gain error 

The gain error is defined as the difference between the ideal and actual curves at the 

full-scale value, free of offset error [4]. It can be given as: 
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The graphical illustration of the gain and offset errors is shown as Fig.2.5. 

2.3.1.3  Integral nonlinearity error 

INL error is defined as the deviation of the output characteristic of the DAC from a 

straight line [4]. A more conservative measure of the INL is to use to endpoints of the 

converter’s transfer response to define the straight line. This is equivalent to gain and offset 

compensation. An alternative definition is to find the best-bit straight line such that the mean 

squared error is minimized. INL values are defined for each digital input code, and, thus, the 

INL can be plotted as a function of the input code. If the general curve of the endpoints line 

or best line is: 

bmxy +=  

where the m is the gain of the DAC and b is the offset. Then the INL can be given in LSB as: 

                                                      
LSBV

bimXiV
iINL

)))(()((
)(

+−=                                   (2.7) 

2.3.1.4  Differential nonlinearity (DNL) error   

In an ideal converter, each analog step size is equal to 1 LSB. DNL is defined as the 

variation in analog step sizes normalized to 1 LSB, and it can be presented in the units of 

LSB as [4]: 

                                             
LSB

LSB
i V

ViViV
DNL

−−+= ))()1((
)(                                             (2.8) 

Typically once gain and offset errors have been removed an ideal converter has a 

differential nonlinearity of 1 for all digital input codes; therefore, a converter with maximum 

DNL of 0.5 LSB has step sizes varying from 0.5 LSB to 1.5 LSB. Once again, as in the case 
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of INL, DNL values are defined for each digital code. Sometimes the term “DNL” is used for 

the maximum magnitude of the DNL values.   

The INL and the DNL error can be used to evaluate the quality of a DAC. Another 

possibility is to specify the maximum INL and DNL errors and to design the DAC according 

to maximum errors. 

2.3.1.5  Output impedance 

The output impedance and the parasitic impedance of interconnections and switches 

in the converter will strongly determine the performance. Any nonideal current source has a 

finite output resistance that can be modeled as Fig. 2.6. When the different current sources 

are switched to the output, the total output impedance is changed. When only static values are 

considered, assuming the voltage at output node is Vout, then the following equations can be 

obtained: 
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So, the output current through the load is:  
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where I is the current source output current, Iout is the nominal output current from the DAC, 

go=1/Ro is the output conductance, RL is the signal-independent load resistance, and Vdd is 

the supply voltage. When go=0, the output current Iout = I. It means all current flows to the 

output load. For an input signal sinωt, the number of switches S that conduct the current at 

time t is: 

)
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The total output impedance of the DAC is then determined by the load resistor RL in 

parallel with S(t) parallel switched on impedance Ro. So the total impedance is: 

                                             ]
2

1)sin(
[

++= wt
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Figure 2. 6  Nonideal output impedance current source                               

where go=1/Ro, gL=1/RL. If current for one current source is I, then the total output voltage 

Vout is: 

)1)(sin(2

)1)(sin(
/*)(

++
+==

tNgg

ItN
gItSV

oL
outout ω

ω
 

If the second harmonic is the biggest spur, then the ratio (Rh) of the coefficients of the 

second harmonic to the fundamental signal gives the SFDR. Exploit the expression of Vout, 

and the Rh is: 

                                                   
L

o
h g

Ng
R

4
≈                                                             (2.12) 

RL 

Ro I 

Vdd 

Rout 

Vout 

Iout 



www.manaraa.com

18 

where 20/SFDR
h eR −=  

So the required output impedance to achieve a specified SFDR is: 

                   )2(02.6)log(20)
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h                 (2.13) 

 

From the equation, it can be seen that when RL doubles, the SFDR will decrease 6 dB. 

Increasing the resolution of the DAC for a constant Ro/RL, the SFDR will degrade. 
 

 

 

 

 

 

 

 

 

 

 

(a)                                                                          (b) 

Figure 2. 7  Current source and the output impedance 

(a) regular current source      (b) output impedance for regular current source and 

cascade current source 

When the operation frequency increases, then the parasitic capacitance needs to be 

considered [8][9][12]. In DAC design, all the current cells are usually put together and 

separate from the switches and logic gates. One advantage of this design is that the current 
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sources array will be compact; therefore, it will introduce less gradient error. Another 

advantage is when the switches are put together and away from the current array, switching 

noise coupling to the current sources is much reduced. But, this also introduces another issue: 

larger parasitic capacitance at the current source output node due to the long distance 

connection to switches and the large current sources size used to reduce random errors. A 

current cell with switches is shown as Fig. 2.7(a). 

Assume the switches M1 and M2 are identical and their intrinsic output impedance 

ro1=ro2=ro, the effective output impedance of the tail current source is ro3, and the parasitic 

capacitance at node P is Cp. Cp is capacitance look through node P, which is the sum of the 

capacitance from M1, M2, M3, and the bus connection. The control voltage Vswp and Vswn 

turn high or low to switch the current I to either M1 or M2.  When one switch is ON, for 

example M1, the output impedance look from output is around: 
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where gm is the transconductance of transistor M1 or M2.  

The solid line in Fig. 2.7(b) is the plot of the impedance looking into the drain of 

switch M1 from the output node. The equation (2.14) indicates a pole at 1/(ro3Cp)  exists in 

the output impedance. This pole will lower the output impedance value when the operation 

frequency is higher than the pole. From the equation (2.13), a smaller rout will result in SFDR 

degradation. Considering the parasitic capacitance at output node, there is another pole in the 

effective output from output node. But since this pole is far away from the original point, we 

neglect it here. 
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From equation (2.14), it can be seen that the pole is determined by the interconnection 

capacitance Cp and current source output impedance ro3. Some layout skills can be applied to 

optimize Cp. However, this merely shifts the pole to the right side and has no effect on the 

magnitude of the effective output resistance. Some design-level solutions can be adopted to 

increase the output impedance value. Usually, this can be done by cascoding another 

transistor on top of either the switching transistor or the current source transistor. If an 

identical transistor is cacoded on the top of switching transistor, and only the capacitor Cp is 

of consideration, the effective output impedance looking from output node into the drain of 

cascoding transistor is: 
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It is about gmro1 larger than the original one. This is plotted as the slash line in Fig. 

2.7(b). From the plot, it can be clearly noticed that the output impedance is much improved at 

both low frequency and high frequency. Another advantage of this kind of cascode stage is 

that it can alleviate the feed-through from the control signal. However, it requires two extra 

transistors for each current source, which will increase the silicon area. For cascode structure, 

it consumes one overdrive voltage and, therefore, limits the operation output voltage swing.  

Another cascode scheme is to put the cascading transistor on the top of the current 

source. The output impedance can be improved gcsro3 for this kind of structure where gcs is the 

transconductance of the current source. With the increase of the current source output 

impedance, the distortion at the DAC output can be reduced due to significant alleviation of 

voltage variation at node P. As discussion in switching transistor cascode, the current source 
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cascode also needs an extra transistor. It also has voltage-headroom consumption, which will 

limit the usage of this approach, especially at low power supply voltage design.  

2.3.1.6  Current sources mismatch 

One of the important static error sources in DACs is current source mismatch. The 

mismatch errors of the array can be distinguished into random errors and gradient errors. 

 

a.  Random errors 

Random mismatches are determined by the matching properties of the technology 

used. The random variations of devices are assumed to be uncorrelated and follow the 

Gaussian distribution [2]. 

According to Pelgrom’s model[13], for two transistors at the same die and closed to 

each other, the mismatch-caused variation can be expressed as: 
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where Vt is the threshold voltage, β is the current factor, W and L are the width and length of 

the transistor gate.  

So, the variation for a single transistor can be expressed as [13]: 
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where βA and AVT are the technology constants and the overdrive voltage is VGS-VT. From 

the expression, it can be seen that the current variation is inversely proportional to the gate 

area of the transistor. So, in order to reduce random errors, either the overdrive voltage or the 

gate area needs to be increased. Since W.L are common in both terms, increasing the active 
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area of each unit current source in the DAC array is the most effective method for a given 

process technology and for architectures. 

b.  Gradient errors 

Gradient errors can be divided into two categories: linear and quadratic. Linear 

gradient errors may be caused by the spread of doping and oxide thickness over the wafer or 

voltage drop along the power line. On the other hand, quadratic gradient errors may be caused 

by temperature and die stress [2]. The overall gradient error distribution is the 

superimposition of these error components. From Pelgram’s model (2.17), it can be seen that 

for each extra bit of resolution, in order to obtain the same INL and yield, the active area of 

the unary array has to be increased by a factor of four. Therefore, for large-bit N, the array 

area has to be dramatically large to suppress the random errors. However, this large area will 

cause significant gradient errors due to the long distance between current sources. Matrix 

configurations are often used, with a square matrix especially preferred. But, even with 

compact layout, the distances between current sources are still large. 

To compensate for symmetrical and graded errors, special switching schemes are 

implied to implement the current sources [14]. In the design, current source of the unary array 

is divided into four current sources. In each quadrant, a current source is placed based on a 

centroid scheme. Dummy rows and columns can be added to avoid edge effects. 

The linear gradient error can be expressed as [2]: 

                                        ygxgyx .sin.cos),( θθε ��� +=                                       (2.18) 

where θ is the angle of the linear gradient and θ ∈ [0,360] while g1 represents the slope of the 

gradient, and (x,y) is the current sources location. 

The quadratic gradient error can be expressed as: 

                                        0
22 )(),( ayxgyx qq −+=ε                                         (2.19) 
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where gq and a0 are technological parameters, and (x,y) is the current sources location. In this 

model, the DAC is assumed to be located at the center of the die, and the quadratic gradient 

in both the x and y directions are assumed to be independent and equal.  

In practice, the errors in a die are the superposition of both the linear gradient error 

and the quadratic gradient error. So, the joint errors can be expressed as: 

                                        ),(),(),( yxyxyx qεεε += �                                         (2.20) 

2.3.2  Dynamic performance 

There are several parameters that affect the dynamic performance of DACs [10][11]: 

• Settling or conversion time 

• Slew time 

• Glitch energy 

• Crosstalk 

• Timing skew 

DACs’ output looks like a staircase with unsettled transitions. These parameters are 

best observed with high bandwidth instruments. High-speed DACs are usually observed with 

a high-bandwidth oscilloscope on transition from minus full scale to plus full scale and rarely 

measured in production. Rise time is usually measured at 10%~90% or 20%~80%. Settling 

time is typically described to within 0.5 LSB. The glitch energy is an integral voltage-time 

product of the area outside of a 0.5 LSB error band in units of psV. 

The influence of the dynamic nonlinearities on the distortion performance of DACs 

can be described by using measures in both the time and the frequency domain. The most 

important time and frequency domain specification will be discussed in the following. 



www.manaraa.com

24 

2.3.2.1 Settling time 

Settling time of a DAC is defined as the time required for the output to experience a 

full scale transition and to be settled within a specified error band around its final value [4]. 

Settling time is affected by the slew rate of an output current source and by the amount of 

output ringing and signal overshoot. With increased input frequency, the clock period is 

shorter, which may cause insufficient settling time. Therefore, the final output may reach an 

inaccurate value and introduce nonlinearities.  

2.3.2.2  Glitch energy 

Glitch energy is defined as the area under two consecutive output codes [11]. This 

error is mainly caused by timing errors within the DAC and result in a deterioration of the 

dynamic performance. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. 8  The DAC dynamic specification 
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Glitches occur when switching time instants of different bits in a DAC are 

unmatched. This can depend on matching errors in switches and driver circuits, time skew 

between switching signals, voltage-dependent CMOS switches, etc. For a short period of 

time, a false code could appear at the output.  

Fig.2.8 is an illustration of typical glitch behavior at the DAC output. The dotted line 

indicates the ideal transfer and the solid line the actual behavior. The glitch is modeled as a 

pulse as dash in the figure. This pulse has an amplitude of Ag and a time-duration Tg. The 

glitch energy during the time interval Tg is given by: 

                                                             ggg TAE .2=                                                                   (2.21) 

2.3.2.3  Slew  rate 

Another phenomenon that can cause nonlinear distortion is slew rate, which is due to 

an output signal that is too large or the changing is too fast.  Slew rate is defined as the 

maximal rate at which the output of the DAC can change with the varying input [15]. The 

origin of slew rate is current-source output limitation. If output of the current source is I and 

the capacitance at the output node is Co, the maximum rate of charging or discharging the 

capacitor is I/Co. When there is a sharp changing at the input and if the output changing is 

larger than I/Co, the output will change at rate I/Co. That means the output fails to follow the 

input changing. Therefore, distortion is caused to the system. 

2.3.2.4  Clock feedthrough 

Clock feedthrough is also an important parameter for DACs’ dynamic performance 

[28]. The cause of feedthrough is parasitic capacitive coupling. For a switch implemented 

with MOS transistor, there is a parasitic capacitance Cgd between the digital switching signal 

and the analog output node. Due to the Miller effect, this capacitance is quite large, and, 
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therefore, the clock, used as switching signal, will affect the analog output, which is very 

sensitive to noise. This effect can occur at both rising and falling edges of the switching 

signal [4]. Clock feedthrough is a broad term for any feedthrough from digital data lines or 

any clock to the DAC output. The effect of the switching of the clock can be directly seen at 

the output of the DAC. Actually, the clock feedthrough does not introduce any other noise or 

distortion in the Nyquist base band region because of its code independence. The noise 

introduced by the clock feedthrough can be removed by just putting a low-pass filter at the 

output of the DAC. Since the clock feedthrough is related to parasitic capacitance, another 

way to minimize the clock feedthrough is to reduce the transistor size. However, this will 

increase the settling time, resulting in a degradation of performance.   

2.3.2.5  Timing skew 

One of the biggest causes of dynamic distortion in current-steering DACs is error in  

 

 

 

 

 

 

 

 

 

 

 

Figure 2. 9  Time skew of DACs 
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transition instant [9]. When input codes do not switch exactly at the sampling point then a 

glitch will occur. This can be illustrated as Fig. 2.9.  Suppose there are four current sources, 

X1, X2, X3, X4, that need to be switched. At first, the X1 switches the unit current, then X2 

switches the unit current several ps later, then X3, and X4. Hence, an error waveform will be 

created. This error signal includes both pulse amplitude and width modulation 

 

2.4  Approaches of nonlinearities compensation 

Many approaches were presented in the literature for static nonlinearities and dynamic 

nonlinearities compensation. Among these approaches, some are from the point of layout, 

others are from the point of circuit design, and remaining approaches use calibration. The 

following is a brief introduction of these approaches. 

2.4.1  Switching schemes 

Different switching schemes are used to minimize random and gradient errors. For 

thermometer array architecture, a thermometer decoder is used to transfer binary digital word 

to a decimal value. In order to achieve a high speed, it is typical to implement this strategy 

with a row-column decoder. 

For this commonly used decoder scheme, the spatial gradient are averaged into x and 

y in two directions. The whole decoder optimization is achieved by optimizing the row and 

column selection separately.  So, the two dimensions can be reduced into one dimension.   

Three different switching schemes using this decoder have been presented in the literature: 

symmetrical switching scheme [17], hierarchical symmetrical switching scheme and Q2 

random walk [14].  
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For the symmetrical switching scheme, graded errors are cancelled at every two 

increments of the digital inputs, but symmetrical errors will accumulate with increased input 

codes.  

To solve this problem, the hierarchical symmetrical switching scheme is proposed. It 

is similar to the symmetrical scheme. The difference is that for hierarchical symmetrical 

switching scheme, if the sequence is divided into four quarters, there are two kinds of 

switching sequences: type A and type B. For type A, current sources in quarter two and one 

are turned on first, then three and four. For the type B, current sources in quarter two and 

three are turned on first, then one and four. Implementing the switching scheme by 

interweaving type A and type B, the symmetric linear gradient errors are cancelled for every 

two current source turned on, and the graded errors accumulate then cancel for every four 

current source turned on. Therefore, it is best to implement the decoder with the hierarchical, 

symmetrical switching scheme type A since it does not accumulate symmetrical errors and 

has a small INL error. 

For one dimensional gradient error compensation, the row-column switching schemes 

are good. But, they are inherently insufficient for two-dimensional gradient error 

compensation. In this case, a two-step hierarchical switching scheme called “Q2 random 

walk” switching scheme [14] was presented to compensate for gradient errors. In this 

approach, for a given N bits DAC, the current matrix is divided into 2N/2 region, and each 

region contains 2N/2 cells. Two steps are used to compensate for errors. First, an optimal 

switching sequence is used to choose the region to compensate for quadratic errors. Then, an 

optimal switching sequence is used to choose the cells in each region to compensate for linear 

errors. A quite good result can be achieved by using this approach at the penalty of complex 

routing. 
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2.4.2  Circuit techniques 

The switching sequences can reduce random and gradient errors to a certain degree, 

but for other nonlinearities, like time skew and glitches, it cannot handle them efficiently. So, 

some other approaches must to be applied to deal with these errors. Some circuit level 

techniques will be reviewed in the following section. 

2.4.2.1  Synchronization block 

For the differential control signal, when switches are turned on/off, if the crossing 

point of the switch control signals are situated exactly at (VDD+VSS)/2, then a time interval 

exists where the overlap voltage at the drain of the current source is above the average value. 

This will generate a glitch and cause distortion in the output of the DAC and degrade the 

dynamic performance. A synchronization block can be used immediately in front of the 

switch transistors to solve this problem. 

2.4.2.2  Cascode stage 

As mentioned before, output impedance will affect both the static and dynamic 

performance of DACs. The relationship between the output impedance R0 and the specified 

INL is given as [16]: 

                                                        
0

22

4R

NRI
INL Lunit=                                                       (2.22) 

where RL is the load resistor, Iunit is the LSB current, and N is the total number of the unit 

current sources. From the expression, it can be seen that for a given DAC, in order to achieve 

a specified INL, the output impedance R0 should be larger than a required value. 

Assuming the input is a sinusoid input and the major spur is from the 2nd harmonic, 

then the relationship between the output impedance R0 and the SFDR is: 
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40

SFDRRN
R L ⋅⋅

=  

In order to achieve a high SFDR, the output impedance has to be sufficiently large. A 

cascode transistor can be added to the top of a switching transistor or to the top of the current 

source to increase the output impedance.  

But with the transistor feature scaled down, the supply voltage becomes low. It is 

difficult to implement the circuit with a cascode structure. Moreover, the stacking of the 

cascode stage reduces the effective voltage headroom of all the transistors in the current cell. 

It also reduces the effective gate-source voltages of the current sources. The reduction 

severely deteriorates the matching and noise immunity of the current sources. 

2.5  Conventional calibration approaches 

From the previous discussion, we know that static and dynamic errors inevitably exist 

in DACs and these errors degrade DACs’ performance. In medium-accuracy DAC designs, 

nominal element matching without trimming or calibration may satisfy the requirement. But, 

when higher accuracy is needed, a number of techniques can be applied to correct transistors’ 

mismatches [14]. As mentioned before, since the errors are inverse proportional to transistor 

area, the most effective method to reduce the random mismatch is to increase the gate area of 

the transistors. The current sources area has to be increased four times to obtain an additional 

bit resolution where complex routing is needed [13]. The larger area will result in significant 

interconnection parasitic capacitance, which severely limits the conversion rate and high-

frequency performance and seriously degrades SFDR at high frequency.  

A good way to solve this problem is through proper calibration. During calibration, a 

small amount of extra circuit is used to compensate for nonlinearities in the main DAC. In 

this way, high linearity can be achieved at the penalty of small area increases. When the total 

area becomes smaller for a given specification, the gradient errors become small. Therefore, 
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the requirement for switching scheme and layout can be relaxed. The reduction of the 

complex will result in smaller parasitic of the junction and interconnection. The smaller 

parasitic capacitance will introduce small nonlinearities and short settling time.  

Some conventional calibration approaches have been presented in the literature [14] 

[17]-[31]. All analog calibration techniques like dynamic element matching or current 

copying have been implemented to achieve about 16-bit matching for bipolar and CMOS 

current source elements [31].  

Groeneveld [27] proposed a widely-used background calibration scheme. In the 

approach, every individual current source in the MSB array and the total current of the LSB 

array are calibrated to equal to reference current. A dummy current source is included in the 

LSB array to make the total current output is equal to MSB unit current.  

This calibration can be used to overcome the static errors in the current sources. 

However, it may not handle the errors during operation, like clock feedthrough. Another issue 

that should be paid attention is the spurs during the switching on and off of current sources 

during calibration.  

The previous calibration is the analog signal calibration; another choice is to do 

digital calibration. In the digital approach, errors are digitized using a slow but accurate 

analog-to-digital converter (ADC) and stored in a register or RAMs. During conversion, these 

error messages are read out to either adjust the digital inputs or drive a calibration DAC to 

correct the analog output. In this approach, there is no need to refresh the calibration often 

since the error codes are stored in static RAMs. Many methods can be used to implement 

digital calibration. As a sample, Yonghua’s approach [2] is shown as Fig.2.10. Since most of 

the errors come from the MSB part, the calibration is only applied to the MSB array. The 

principle of the calibration is to first set all the MSBs of the DAC to “0” and LSBs to “1”.   
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Figure 2. 10  Digital calibration 

 The overall LSB array outputs, including the dummy current source, are switched to the 

output and measured by slow but highly accurate ADC. and the result is saved and denoted as 

DLSB. The following is the MSB array calibration while the LSB array is all set to “0.” The 

MSB inputs are increased by 1 in each calibration cycle. Then, the output increases by DLSB. 

Deviation exists due to the existence of errors in the DAC. The deviation is regarded as error 

information and denoted as e(k) for word k and given by: 

LSBDkkDke .)()( −=     )121( −≤≤ NMk  

where NM is the bits number in MSB array. 

  

  

  

R 
A 
M 

LSB arrary 

MSB arrary 

CalDAC 

LSB 

MSB 



www.manaraa.com

33 

The coded error is stored in the RAM as word k. The error of each MSB code can be 

measured and stored in RAM in the same way. 

In the conversion mode, the digital inputs drive the main DAC array; meanwhile, the 

MSB inputs address the according word of RAM and read out the error code. The error code 

then drives the calibration of the DAC (CALDAC). The CALDAC will generate a correction 

current and is summed to the main DAC output to provide the overall output current. 

Because the calibration is applied to the settled value, and the value is mainly 

determined by the static current mismatch, this approach can significantly improve the SFDR 

at low frequency. For high frequency input signals, the improvement of SFDR calibration 

decreases. This is because the dynamic nonlinearities dominate the static errors, and, 

therefore, the benefit of calibration becomes less significant. 
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CHAPTER 3.   NEW CALIBRATION SCHEME  

 

Many calibration approaches [2], [14], [24] have been reported in the literature for 

improving DACs’ performance, focusing mainly on reducing the static nonlinearity. In higher 

frequency ranges, however, the final output may not fully settle due to insufficient settling 

time, which will deteriorate the DAC’s dynamic performance. Little has been presented to 

lower the dynamic nonlinearities, such as [25]. Some modest improvements in high 

frequency SFDR have been reported with return-to-zero structures (RTZ) at the expense of 

sacrificing half of the signal power.  

 

 

 

 

 

 

 

 

 

 

 

Figure 3. 1   Calibration goal 

The goal of the current steering DAC calibration is to improve the DAC’s dynamic 

performance at high frequency without concern for what causes the error performance. A 

novel dynamic DAC nonlinearity calibration approach is proposed that can improve high 
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frequency SFDR without attenuation of the output signal power by compensating for 

dynamic errors at the output with extra pulses. The basic idea of this approach and the 

technique to obtain the error pattern is introduced in this chapter. 

 

3.1  Time domain analysis 

In DACs, both static and dynamic nonlinearities exist during transition The influence 

of nonlinearities on the performance distortion of DACs can be described in both time and 

frequency domain.  

 

 

 

 

 

 

 

 

 

 

Figure 3. 2   Different output waveforms of step response 

The output of a DAC with linear transfer characteristics, normalized by the size of the 

transition, is depicted in Fig. 3.2 for under-damped and over-damped settling. Although these 

outputs differ considerably from ideal steps at the leading edge of the transitions, if the 

magnitude changing is linear related to the input signal and even though their shapes are 

different, the differences do not create any significant harmonics in the output waveform. 
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(a)  (b)  

Figure 3. 3   DAC output nonlinearities 

(a) time domain  (b) frequency domain 

In a real DAC, the settling is not perfectly linear and the value to which the DAC 

settles may be incorrect. These nonidealities contribute to both static and dynamic 

nonlinearity, thus causing distortion in the output. Static nonlinearities are dominantly 

attributable to nonlinear settling artifacts in the output, such as insufficient settling time.  

The static errors are the major nonlinear cause at low frequency [9], e.g. the deviation 

of the final settled value. Other causes like timing skew, slewing, and glitches shown as Fig 

3.3(a) can also bring both static and dynamic nonlinearities to DAC output. Fig.3.3(b) is the 

distortions expressed at frequency domain. The nonlinearities introduce harmonics, therefore 

degrading the SFDR.  
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Figure 3. 4   Dynamic error models 

   Dynamic properties are given by the transition between two consecutive states. The 

dynamic error model can be shown as Fig. 3.4. Where the dash line is the ideal DAC output, 

the solid line is the actual DAC output waveform. In reality, the DAC suffers from both static 

and dynamic nonlinearities. At high frequency, the dynamic nonlinearities are dominant. The 

dynamic error can be divided into dynamic settled errors and dynamic glitch errors. Both are 

 

Settled error 

T 

Tg Ideal 

Actual output 

Settled error 

Tg Ideal 

T 



www.manaraa.com

38 

frequency dependent, and  most of these dynamic errors occur at the start of the transition 

period. As the input signal frequency or the clock update rate increase, the dynamic 

nonlinearities components become larger. As a result, the linearity degrades and the 

magnitude of SFDR decreases. In order to improve the SFDR of DACs, the effects of the 

dynamic nonlinearities must be reduced. 

 

3.2  DAC dynamic calibration scheme 

Analog waveform x(t) is first sampled and quantized into a sequence X(n) before it 

works as an input signal to the DAC. However, the output waveform of the DAC X(t) is not 

linearly related to the input sequence X(n) due to the existence of the nonlinearity. The DAC 

produces an output consisting of a desired output waveform and an error waveform. 

 

 

 

 

Figure 3. 5   DAC model 

So the realistic DAC can be modeled as an ideal DAC with error sources as in Fig. 

3.6.  And, the output waveform can be expressed as: 

                                                 )()()( tEtXtX Dout +=                                              (3.1) 

where Xout(t) is the actual output waveform, XD(t) is the desired output waveform 

corresponding to X(n), and E(t) is the error waveform.  

The purpose of DAC calibration is to minimize or eliminate the E(t) so that a nearly 

ideal output can be achieved. The basic idea is that, taking current-steering DAC for example, 

for any arbitrary input waveform flowing to the main DAC, a small amount of current is 

Error Sources Ideal DAC 
X(n) X(n)+E(n) 

XD(t)+E(t) 



www.manaraa.com

39 

generated by a calibration DAC and added to the main DAC output current, so as to get a 

distortion-free output.  

Fig. 3.7 is a brief calibration model. Where an additional calibration DAC 

(CALDAC) is used to generate a waveform and add to the main DAC output to compensate 

the nonlinearities error E(t). Actually, for each sample sequence X(n), there is a 

corresponding error E(n). The E(t) may contain many other frequency components of energy, 

but those do not appear in the input sequence X(n) due to the distortions in the circuits. The 

major work of this thesis is to minimize these distortions, especially at high frequency.   

 

 

 

 

 

 

 

Figure 3. 6   DAC calibration model 

 

3.3  Calibration conception 

Cong [2] improved low- and high-frequency SFDR with very low power and small 

area. The approach is good at low frequency but the SFDR still degrades quickly with 

increasing frequency. In addition, Bugeja’s structure [25] improved dynamic linearity at high 

frequency by using an “attenuate and track” approach. But, this improvement is at the price of 

a factor of 2 in the signal power. The main reason of the improvement of dynamic linearity in 
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Bugeja’s approach is the suppression of the prior code dependence. So, measures can be 

adopted to improve the dynamic linearity without loss of signal power. 
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Figure 3. 7   MSB calibration conceptual illustration 
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Since dynamic errors come from dynamic settled errors and dynamic glitch errors, a 

pulses array can be applied to compensate for these errors. For the dynamic settled error, the 

error is the deviation between the desired settled value and the actual settled value. Assuming 

the clock period is Tclk, and the mean offset between the settled value and the desired value is       

-∆I, then an amount of current pulse with width Tclk and height ∆I can be added to the main 

DAC output to compensate the dynamic settling error. As for dynamic glitch errors, the 

majority of them are located in the early period of the transition region, and their width is 

relatively narrow compared to the clock period Tclk. So an array of narrow pulses can be used 

to compensate the nonlinearities in this region. Just one narrow pulse with width Tp is used in 

this thesis for simplicity.  

Fig. 3.5 is a conceptual illustration of the dynamic glitch calibration. Because of the 

nonlinearity, glitches exist during the transition period. If a waveform that is a vertical flip of 

the glitch can be generated and added to the output waveform at each transition period, the 

glitches can be canceled perfectly. But it is hard to generate such an analog waveform, so a 

digital pulse is used to compensate the glitch. The width and the magnitude of the pulse can 

be set as ∆t and ε respectively. A pulse array with the same ∆t but different magnitudes εni 

(I=0,1,2,…,k) as shown in Fig.3.5(b) can be adopted for each step response to achieve a 

precise calibration. Each pulse is a ∆t delay relative to the previous one. For simplicity, just 

one pulse is used to compensate for the glitch for every MSB code changing in this thesis. ε, 

the magnitude of the pulse, is related to the difference between Xn and Xn-1. For each step 

height, there is a corresponding ε value to compensate the glitch. So a look-up-table can be 

used to save the calibration pulse magnitude values. After the calibration, nonlinearity can be 

reduced and SFDR can be improved. The same mechanism can be applied to the dynamic 

settling error calibration but with the pulse width ∆tst as wide as the clock period Tclk. 
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3.4  Determine signal error E 

The error of the converter as shown in the DAC model in the above section is a 

nonlinear function of the input sequence. The errors E at the output of the DAC can be 

expressed as  

                                                  ),,,,,( 110 �� nn XXXXfE −=                                         (3.2)     

where X0, X1, … and Xn-1, Xn, … is the input sequence. For most DACs, the output error is 

primarily attributed by the current input code and the previous input code, i.e. for an input 

code of Xn, the error will be given by E=f (Xn-1 , Xn). The error can be divided into two 

categories: one occurs during the transition region, which can be called a dynamic glitch error 

caused by the nonlinearities during this region, and the other is the dynamic settling error 

attributed to the variation of the DAC output settled value compared to the desired one. A 

single tone sequence is used as a DAC input signal to allow Discrete Fourier Transform 

(DFT) analysis. The error is obtained by measuring the distortion in the DAC output 

spectrum through DFT. These distortion terms are then used to get the time domain error 

waveform through Inverse Discrete Fourier Transform (IDFT). In order to calibrate the 

output waveform, the error values must be known for every pair of current input code and 

previous code (Xn, Xn-1). The CALDAC will judge the current and previous input code and 

generate the required calibration current or voltage to the main DAC output according to the 

error value related to (Xn, Xn-1). So, an error look-up table is needed to store the error value 

with x axis Xn and y axis Xn-1. After the calibration, the nonlinearities will reduce and the 

SFDR will improve.         

A diagram which demonstrates the procedure of exacting the error look-up table for 

single input frequency is shown in Fig. 3.8. First, a single tone sinusoid waveform is sampled 

and quantized to work as the initial input sequence to the main DAC. Assume, during the 
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simulation interval, that the input signal period number is M, the clock period number is K 

and frequency is fclk. Then, the input signal frequency fsig is: 

                                                      clksig f
K

M
f ×=                                                     (3.3) 

where M and K should be coprime. For each clock period, set the sampled number to L, then 

the total length of the sequence, N, will be LKN ×= .  The pattern source cycles through the 

samples, repeating the sequence every N/fclk second, and the DAC translates these samples 

into an analog signal. These analog signals usually contain power at frequencies not present 

in the input sequence X(N), and the distortion power can be measured from the spectrum to 

determine the error waveform used for calibration later. The DAC output data Xsig(N,t), with 

information of input code and analog output, is exported to a Matlab algorithm program. In 

this program, FFT is first done to Xsig(N,t) to obtain the spectral characteristic in frequency 

domain. The sequence, X(N), that is driving the DAC is a single-tone signal. So, it has a DFT 

representation as: 

                                                 
Nnki

N

k

k eXnX /2
1

0

)( π�
−

=

=                                                 (3.4) 

The frequency component Xl is: 
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N

n

k enX
N

X /2
1

0

)(
1 π−

−

=
�=                                             (3.5) 

The spectrum of X(N) has N distinct bins for the sequence. 

The value of Xk represents the phase and magnitude of each spectrum component. For 

an ideal DAC, only the fundamental signal components fsig=fclk*M/N and its reflected pair 

contain energy. As for the practical DAC measurement, any energy appearing in other 

components will be regarded as error energy. 
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The frequency domain output Xsig(N,f) after DFT will contain both the fundamental 

frequency component power and the distortions power. The aim is to exact error information 

used for calibration, so the fundamental frequency component pairs need to be removed.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. 8   Dynamic glitch error value exaction procedure 
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After the removal, the left signal should be pure distortion power, E(N,f). Actually, 

the most significant power components are the first several harmonics. So the effect of the 

noise floor is negligible.  IDFT is done to E(N,f) to get the time domain error sequence 

related to input sequence X(N). As discussed in the previous section, there are two categories 

dynamic error: dynamic glitch error occurring during the transition region and dynamic 

settling error attributed to the variation of the DAC output settled value compared to the 

desired one. Compared to the dynamic settling error, the dynamic glitch error interval is 

much shorter. Therefore, a narrow pulse is used to compensate for the dynamic glitch error 

and a pulse as wide as the clock period is used to compensate for the dynamic settling error.  

Assuming the error compensation pulses are Eglitch(xn, xdiff) with pulse width Tg for dynamic 

glitch error and Esettle(xn, xdiff) with pulse width Tclk for dynamic settling error respectively, 

the magnitude of the pulse height of Eglitch(xn, xdiff) is obtained by time averaging the error 

values in the region of Tg for each transition. Where Xdiff =Xn-Xn-1, the step jumping between 

two consecutive input codes is obtained from X(N,t). Eglitch(xn, xdiff) is a function of  xn and 

xdiff, so a 3-dimension table can be built to store the compensation error magnitude values 

related to xn and xdiff for each input frequency. The dynamic settling error Esettle(xn, xdiff) can 

be obtained in a similar fashion where the averaging of the error values is carried out over the 

whole clock period for each transition. 

As for a realistic DAC calibration, the look-up-table should be used to calibrate any 

input frequency signal after it is built. To construct the full-scale error look-up table, the 

DAC input signals are structured so that the DAC is excited over the entire DAC Nyquist 

bandwidth with significant distortion terms within the observation band to get small error 

look-up tables for every input frequency. A big, full-scale look-up table can be built by 

combining the small error look-up tables together. 
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To implement the combination, there is a technical issue: how to deal with the 

overlapping values for the same (Xn, Xdiff)? 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. 9   Dynamic errors illustration for a 3 bits current steering DAC 

The assumption of this approach is that the error look-up table is mainly the current 

input code and the difference of the current and previous codes dependent. It means for an 

input code of Xn, the error will be given by E=f (Xn, Xdiff), and E is frequency independent or 
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nearly independent. This is easy to understand because no matter what frequency it is, take 

thermometer current-steering DAC for example, the output current is obtained from certain 

current sources. For the same current input code, for example, Xn, the current sources that are 

used to generate the required current should be the same. Thus, no matter what the input 

signal frequency, if the jumping Xdiff is equal, the current used to calibrate the nonlinearity 

should be the same or very close for the same Xn.  

An example of 3-bit current steering DAC is shown in Fig. 3.9. The DAC consists of 

seven identical current sources I1~I7, where I1=I2=… =I7=I. For input code K, there will be 

k current sources I1~Ik turned on, the output voltage Vok then is k*I*R + Ek , where Ek is the 

output error compared to ideal output. In case (a), the input code sequence is: 2�4�6. So 

the number of closed current sources for each stage is 2, 4 and 6, and the output voltages are 

Vo2, Vo4a, and Vo6a respectively, where Vo6a=Vo4a+2*i*R+E(4,2). For case (b), the input code 

sequence is: 7�4�6, the output voltage values are Vo7, Vo4b, and Vo6b, where 

Vo6b=Vo4b+2*I*R+E(4,2). Vo6a may not equal Vo6b since Vo4a and Vo4b may not be equal. But 

the difference between Vo6a and Vo4a and between Vo6b and Vo4b are both E(4,2). So, the error 

for the transition from 4�6 will be reduce or eliminate if E(4,2) is compensated for from the 

actual DAC output. Therefore, dynamic linearity improvement will be achieved after 

calibration.  

 

 3.5  Current-steering DAC calibration scheme 

The current-steering DAC model contains additive static and dynamic errors. The 

major static error sources are due to mismatch between current sources and their finite output 

impedance.  The current source mismatch is mainly due to the random variations that can be 

attributed to local random variations and gradient effects [2]. The output current of the 
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current sources may vary with the output voltage because the output impedance of the current 

sources is not infinite. These error sources cause inaccurately settled values for DAC outputs. 

Moreover, the slewing rate limit, insufficient settling time, glitches etc. also introduce 

nonlinearity to the circuit. Both static and dynamic nonlinearities contribute to undesired 

harmonics in the output.   

For static errors, which are main contributors to inaccurate output settled values, are 

regarded as only a function of input code XN. They can be calibrated efficiently by Cong’s 

approach. In this thesis, the main DAC is after static error calibration.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. 10   DAC calibration scheme 

Fig. 3.10 shows the architecture of a DAC with its dynamic calibration. It consists of 

a static-error-calibrated DAC as used by Cong in [2], a Dynamic Calibration DAC, and a 

delay block. The Dynamic Calibration DAC block is divided into dynamic settling block and 

         Static Error   
     Calibrated DAC 
 

 
Dynamic  
Settling Error 
Look-up table 

     Dynamic  
     Glitch Error  
       Look-up table 
 
 
 
 
 
 

   DGE  
CALDAC   
 
 
 
 
 

n1 +n2 

n2 

n2 

Iout 

Ids 

  
        DSE  
    CALDAC  

Z-1 

Igs 

Id 

Idac 

 
Dynamic Calibration DAC 



www.manaraa.com

49 

dynamic glitch block. The dynamic settling block includes a Dynamic Settling Error (DSE) 

look-up table and a Dynamic Settling Error Calibration DAC (DSE CALDAC), the dynamic 

glitch block includes a Dynamic Glitch Error (DGE) look-up table and a Dynamic Glitch 

Error Calibration DAC (DGE CALDAC) block. The delay block is used to get the previous 

code, Xn-1, for dynamic calibration. Based on Xn and Xdiff, the dynamic glitch error can be 

obtained from DGE and the current pulses Ids will be generated from DGE CALDAC. 

Similarly, Igs for dynamic settling error compensation will be generated. These pulses will be 

then added to the original static-calibrated DAC output to obtain the desired DAC output. 

The raw DAC is segmented into a most significant bit (MSB) part (n2-bit) and a least 

significant bit (LSB) part (n1-bit). The thermometer decoding is used in the MSB part to 

reduce the output glitches. The LSB part is implemented with a binary structure.  
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CHAPTER 4.   SIMULATION RESULTS AND DISCUSSION  

 

In this section, we will present work on behavior mode and circuit implementations of 

current-steering DACs. Throughout the discussion in the previous chapter, we identified 

current-steering DACs as a suitable candidate for high-speed and high-resolution 

communication applications. This architecture does not need any output buffer compared to 

switched-capacitor DACs. It will, however, become sensitive to finite output impedance. 

Furthermore, current-steering DACs can be implemented with MOS-only components and 

still reach rather high accuracy. Resistor-string or R–2R ladders are also very fast, but they 

require high-accuracy, on-chip resistors. We focus on the pure current-steering versions 

where a number of weighted current sources are used to form the conversion function.  

Chapter 3 outlined the dynamic errors in DACs and a procedure to determine input- 

code-dependent harmonic errors in a DAC. To further evaluate the validity of this approach, 

we present the results from implementation of a 15-bit AHDL behavioral-mode, current-

steering DAC and a 12-bit transistor-level, current-steering DAC in section 4.1 and 4.2 

respectively. We show design tradeoffs and ideas for how to implement the required circuit 

elements and calibration procedure. Simulation results from the two DACs are also presented 

and discussed in this chapter. Output spectrum and SFDR improvement from single-input 

frequency error look-up tables and full-scale error look-up tables are also shown. We have 

found that DACs’ dynamic performance can be dramatically improved through this novel 

approach. Furthermore, results show that SFDR improvement is mainly from the dynamic 

glitch calibration after free-of-transistors mismatching.  
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4.1  15-bit current-steering DAC behavior mode prototype 

4.1.1  DAC calibration scheme 

A 15-bit DAC was built to verify the validity of the approach. Fig. 4.1 is the whole- 

circuits, top-level illustration of the test setup. It consists of an ideal 15-bit analog-to-digital 

converter, binary-to-thermometer decoder, buffer, and a 15-bit raw DAC where the ADC 

implemented in AHDL code is used to generate the input codes to the DAC. As in discussion 

in chapter 2, segmentation is applied to current-steering DAC to obtain quite good linearity at 

reasonable area. The raw DAC is segmented into a 8-bit binary LSB section and 7-bit 

thermometer MSB section. Since most of the nonlinearity errors come from the MSB part, 

only the 3-bit upper MSB current sources array are implemented with transistors level to 

reflect the nonlinearities in the circuit,  while the 4-bit low MSB and the 8-bit LSB DAC is a 

 

 

 

 

 

 

 

 

 

 

Figure 4. 1   DAC test diagram 
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AHDL behavior model. The decoder is used to transfer the ADC 7-bit MSB outputs from 

binary code into thermometer codes which serve as input signals to the raw DAC MSB. A 

buffer is inserted between the ADC and the DAC LSB parts to simulate the latency time of 

decoder.  All the decoder and buffer are also implemented with an AHDL behavior mode. 

Rise time and fall time are set in the behavioral mode to reflect the real circuits’ propagation 

time.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. 2   DAC calibration scheme 

Fig. 4.2 is illustration of the calibration scheme. The dynamic calibration is applied 

only to the 7-bit MSB part. Among the 7-bit MSB part, the upper 3 bits (UMSB) are 

implemented with transistor level while the lower 4 bits (LMSB) are built with behavior 
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mode. A delay block which is also behavior mode is used to generate a previous input code 

xn-1 according to the current input code xn. The error look-up table will judge the current 

input code xn and previous code xn-1 obtained from delay block then visit the corresponding 

cell (xn, xn-1)  to read the compensation value E(xn, xn-1). Then, the E(xn, xn-1) will drive the 

calibration DAC “Dynamic CALDAC” to generate a current ∆In which is summed to the raw 

DAC output to compensate for the nonlinearities.   

4.1.2  Simulation results 

The calibration is done for three cases: 

a) Dynamic settling error calibration  

b) Dynamic glitch error calibration  

c) Both dynamic settling and glitch errors calibration 

As discussion in chapter 3, the dynamic settling error calibration is done by 

compensating the nonlinearities using only error wave Esettle with unit pulse as wide as the 

clock period, while for the dynamic glitch error calibration, the unit-pulse width of 

compensation error wave Eglitch is much narrower than the clock period. In the case of 

calibration for both dynamic settling and glitch errors calibration, both  Esettle and Eglitch are 

used to compensate for nonlinearities.  

In order to compensate for the dynamic error, it is better to calibrate as many bits as 

possible. But, the complexity will increase dramatically as the number of calibrated bits 

increases. However, the improvement of SFDR may be not obvious if the calibration bits 

number is too small resulting in insufficient information in the look-up table. So a tradeoff 

exists between the calibration bits. In this thesis, the 7-bit MSB (3-bit thermometer transistor 

level for upper MSB and 4-bit binary behavior model for lower MSB) is under calibration. 

Current sources with cascode structure are used in 3-bit upper MSB to increase the output 



www.manaraa.com

54 

impedance and reduce the current source drain voltage variation. The clock frequency fclk is 

200MHz. The dynamic glitch compensation pulse width is 400ps. 

The calibration results are shown in Fig. 4.3. From the plot, it can be seen that the 

SFDR values before and after calibration are close at low frequency. But, SFDR values after 

dynamic calibration remain nearly constant until the input signal frequency reaches 11MHz 

where the SFDR improvement is about 25dB. Although the SFDR values after dynamic 

calibration decrease as the input signal frequency increases, the improvement is still over 

20dB. This results show that the SFDR can be greatly improved by this approach.  

The SFDR improvement between dynamic glitch calibration and both dynamic 

calibrations are very close, while the SFDR values of dynamic settling calibration and before 

calibration are nearly the same. The results show that the SFDR improvement is mainly from 

the dynamic glitch calibration after free-of-transistors mismatching. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. 3   SFDR vs. input signal frequency between before and after dynamic 

calibration 
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4.1.3  Robustness of the calibration approach 

The effectiveness of this approach is proved in the simulation. But, as a calibration 

approach, robustness is also critical. In order to evaluate the robustness of this approach, the 

time interval, ∆t, and the delay, ∆td, of the pulse used for dynamic glitch compensation are 

varied to observe the SFDR of the signal after dynamic glitch calibration. The calibration 

pulse shapes are also studied to verify the approach.  

1)   SFDR vs. compensation pulse width 

The center value of the compensation current pulse width is set as 0.4ns, the input 

signal frequency, fo, is about 2MHz. The simulation results are shown in Fig. 4.4. When the 

width changes ±0.1ns(±25%), the SFDR value change is about 4dB (4%). It is within the  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. 4   SFDR vs. compensation pulse width 
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tolerate range. Because it is not difficult to adjust the normalized width within 5%, this result 

indicates that the compensation pulse width variation has little effect on the SFDR 

improvement.  

2)  SFDR vs. compensation pulse delay 

In the above calibration, it is assumed that the compensation pulse is aligned with the 

raw DAC output. But that may not be the case in reality. A time interval between the raw 

DAC output and the calibration pulse, ∆td , may exist. This delay will have an impact on the 

SFDR. The effect of different ∆td to SFDR is shown in Fig. 4.5. In the simulation, the 

compensation pulse width is 400ps and the input signal frequency is about 11.3MHz. The 

magnitude of SFDR decreases from about 98dB to about 87dB when the delay width is from  

   

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. 5   SFDR vs. compensation pulse delay 
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0 to 400ps. If the delay can be controlled under 200ps, the degradation of the SFDR is less 

than about 6%. The requirement of this control is not difficult, so it is not a significant 

concern in the design. Both results of 1) and 2) show that this calibration approach is robust. 

3)  SFDR vs. shape of compensation pulse 

In the calibration process, not only the robustness of the approach but also the 

implementation possibilities must be considered. In the previous calibration, the pulses used 

in calibration are rectangle waveforms. In reality, it is a challenge to get rectangle waveforms 

with widths of half a nanosecond. It is much easier to generate a triangle or near triangle 

waveform. If the SFDR improvement using triangle waveforms for compensation can achieve 

the same or just below that of rectangle waveforms, it will much relax the realization of the 

calibration. Two kinds of triangle waveforms (a) and (b), as shown in Fig. 4.6, are used to 

replace the rectangle waveform where the height is normalized to the height of the rectangle 

waveform. The SFDR improvement for different compensation pulse shapes is shown in Fig. 

4.7. The results show that the SFDR curves are within the 3dB range. That means the shapes 

of the triangle have little effect on SFDR improvement given the same compensation pulse 

energy area. 

 

 

 

 

 

 

Figure 4. 6   Two calibration triangle waveforms 
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Figure 4. 7   SFDR vs. input signal Frequency for different compensation pulse shapes 

4.1.4  Conclusions 

A technique for DAC dynamic nonlinearity calibration has been presented. The 

dynamic errors were assumed to be a function of the two successive input digital codes. A 

15-bit current steering DAC was designed to verify the validity of this approach. The 

simulation results showed that generating an appropriate amount of current pulse and adding 

it to the raw DAC output current at each transition period can dramatically attenuate the input 

code dependence. Therefore, the SFDR can be significantly improved through this approach. 

The simulation results also showed that SFDR improvement is mainly achieved from 

the dynamic glitch calibration, which means that most of the nonlinearities come from the 

early period of the transition region.  The robustness of the approach was also proven in the 
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simulation. The pulses with different shapes were applied to the dynamic glitch calibration, 

and the simulation showed that given the same compensation pulse energy area, the shapes 

have little effect on improvement of the DACs’ dynamic performance. Therefore, this 

approach was shown feasible.  

 

4.2  12-bit current-steering DAC transistor level prototype  

4.2.1  DAC structure 

In section 4.1, we proved that the DACs’ SFDR can be significant improved by a new 

approach through a 15-bit DAC behavior mode. To further illustrate the validity of this 

approach, we replace the behavior mode blocks with transistor level to reflect a more realistic 

situation in the circuits. A 12-bit DAC as shown Fig 4.8 is used as a prototype in this thesis. 

A segmented architecture is employed in the DAC design. The current-steering DAC consists 

of a 6-bit thermometer MSB sub-DAC and a 6-bit binary LSB sub-DAC to achieve good 

performance at reasonable area. Since most of the nonlinearity errors come from the MSB 

part, only the MSB part is calibrated. The 6-bit MSB sub-DAC array consists of 63 MSB 

current sources. The digital binary input codes of the 6-bit MSB part transfer to 63 bit 

thermometer codes by a 3x3 row-column decoder, followed by latches for signal 

synchronization. The digital input codes to the 6-bit LSB part pass through buffer and latches 

to achieve the same delay and, therefore, synchronize with the input codes in the MSB part. 

Cascode structure is used in all current sources to obtain high-output impedance in order to 

reduce the current source drain-voltage variation. An ideal ADC is used to generate the 12-bit 

input codes.  

An overview of different blocks designs is given first in this section. Some practical 

issues are also discussed during the introduction.  
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Figure 4. 8   Current steering DAC structure 

4.2.2  Architecture 

In DAC design, not only the current sources introduce error but also the peripheral 

blocks such as decoders and switches contribute significant nonlinearities. In the behavioral 

mode, these errors cannot be fully included. So, transistor level blocks are used to replace the 

behavioral mode to reflect these nonlinearities. The ideas and issues of practical design of 

decoders, latches and, switches are discussed in the following section. The current sources 

design is also introduced.   
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becomes larger in the segmentation in order to achieve a low DNL and to minimize current 

source area, while maintaining a desired yield level. In this case, the complexity in the 

decoding logic becomes a major drawback in this type of architecture. The digital decoder 

results in longer delays in the digital decoder and affects the speed. Furthermore, it occupies a 

large amount of silicon area for the logic circuit. Therefore, the decoder for the MSB 

thermometer-coded structure is divided into a row and a column decoder so that the logic in 

the decoder is greatly reduced. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. 9   Two-step decoding 
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decide whether to turn on or off the corresponding current cell. Then, a region like the 

shadowed portion in Fig. 4.9 will generate the control signal that will select and turn on the 

current sources to which it connects. The above described decoding logic has been 

implemented with NAND and NOR logic as shown in logic cell in Fig. 4.9.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. 10   A 3-to-8 row decoder circuit and the outputs for a ramp 
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are turned off; and a certain row in which current cells are turned on depending upon the 

column decoder signal. 

In consideration of these three types of rows, a two-step decoding logic has been 

developed. The details of the decoding are as follows. In the first step, digital inputs are 

decoded in the row decoder and column decoder. The number of flags in the columns 

corresponds to the input value of the column decoder. The number of flags in the rows 

corresponds to the input value of the row decoder plus one. In the next step, each logic gate 

in the current cell identifies the row type described above by comparing one row signal with 

the one next to it. If both of the row signals are at a high level, then the current source is 

turned on regardless of column signal. If the two row signals are different, then the current 

source is turned on depending upon the column signal. This operation can be achieved by 

using peripheral decoders and NOR and NAND gates in the logic gate cells in two logic 

stages. The inverters inside the cells are used for buffering and complementary signals 

generation. One local latch has been inserted between the cells and the corresponding current 

source to synchronize the output switch signal and to suppress the glitch.  

The actual row and column decoder circuits are shown as Fig. 4.10(a). NAND and 

NOR logic gates are used to implement the 3 to 8 decoding. The inverters at the input node 

and between the logic gates are used for the generation of the complementary signals and for 

buffering to achieve a time delay. The fan-out and fan-in in each logic gate are optimized to 

enhance the decoding speed. For the 3-bit binary input codes, A1~A3, the thermometer 

outputs are B1~B7. Fig. 4.10(b) is the simulated output for the decoder. It can be seen that the 

output increases one by one with a 3-bit input ramp.  
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4.2.2.2 Latch 

Latches have the function of storing digital signal values between two consecutive 

clock cycles and operating the switches only at the active-clock edge. For the correct 

operation of a DAC, it is very important that one switch is always turned on within the 

current cell so that the current can flow into either one of outputs. while the switches are 

controlled by the switching-control signals produced by the latches. 

 

 

 

 

 

 

 

 

Figure 4. 11   Latches structure 

  

 

 

 

 

 

 

 

Figure 4. 12    Latch output signal crossing point 
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It is widely known that both inaccurate settled values and nonlinear switching 

transient contribute to spectral harmonics in DAC output. These harmonics are major factors 

limiting the spurious free dynamic range (SFDR). The inaccuracy of the settled values is 

mainly due to static error, while the nonlinearity of switching transient is primarily due to 

parasitic effects in the current source cells and the nonsynchronous control signals. There are 

some important issues that have been identified that cause dynamic limitations by switching 

[23]: imperfect synchronization of control signals at the switches; drain-voltage variation of 

the current-source transistors; and coupling of the control signals through the switches to the 

output. 

A well-designed synchronized driver is used to minimize these three effects. In the 

case of a traditional-switch driver, both switches can be turned off simultaneously for a short 

period of time. The drain capacitor of the current source transistor will be charged or 

discharged during this time interval, which will introduce a significant glitch and deteriorate 

the dynamic performance of the DAC. This phenomenon can be attenuated through a 

traditional-switch driver by shifting the crossing point of the switch transistors’ differential 

control signals. This method prevents these transistors from being simultaneously in the off 

state. The difference in delay between the different digital decoder outputs can also be 

minimized by placing the driver in front of the switches and through careful design, therefore, 

the final synchronization is performed. Furthermore, the dynamic error caused by the 

parasitic gate–drain feedthrough capacitance is significantly lowered by the use of a reduced 

voltage swing at the input of the switches. This reduced voltage swing is achieved by 

lowering the power supply of the digital driver.  

A high-speed rise/fall-time-based circuit has been suggested [23] to work as a driver. 

The driver is based on a simple latch. An extra PMOS input circuit is placed in parallel with 

each of the cross-coupled PMOS transistors situated at the top of the circuit. The input 
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signals are then connected to the PMOS through a NMOS switch controlled by a clock. As a 

result, the output nodes can be instantaneously charged to high voltage level when the input 

falls low, while it reaches low voltage level when the input is high. 

In this structure, the intrinsic delay is eliminated from the circuit’s operation as 

charging and discharging starts at the same moment. The crossing point can be controlled by 

the scaling of the gate width of the PMOS and NMOS transistors. In this circuit, the PMOS 

positive feedback loop results in a rise time that is much faster than the fall time of the driver 

circuit. Therefore, a high crossing point of the differential outputs is available at the output of 

the latch. The outputs can be used directly for NMOS DAC implementation. In PMOS 

implementation, the low crossing point of the differential output can be realized by scaling 

the NMOS gate width up and the PMOS gate width down. An inverter can also be placed, as 

shown in Fig. 4.11 and Fig. 4.12, in the circuit after the outputs of the driver to convert the 

high crossing point to a low crossing point. 

An additional latch formed by the small invertors can be inserted between the two 

inputs of the latch to suppress the clock feedthrough by the pass transistors and stabilize the 

synchronized inputs. 

4.2.2.3 Current source design 

For high-speed, high-accuracy DACs, a segmented current steering topology is 

usually chosen, as it is intrinsically faster and more linear than competing architectures. The 

conceptual block diagram of this type DAC is depicted in Fig. 4.13: the l least significant 

bits are implemented in binary, while the m most significant bits steer a unary current source 

array.  

The general specification for a current-steering DAC can be divided into static, 

dynamic, environmental, and optimization specifications. In the case of a DAC, the static 
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parameters include static accuracy, integral nonlinearity (INL), differential nonlinearity 

(DNL), and yield. The dynamic parameters include the settling time, glitch energy, spurious-

free dynamic range (SFDR), and sample frequency. The environmental parameters include 

the power supply, digital levels, output load, and input/output range. The power consumption 

and area are the optimization targets and need to be minimized for a given technology. In this 

paper, we focus on DACs’ dynamic property.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. 13   Conceptual block diagram of a DAC 

The conceptual block diagram is implemented by the proposed segmented 

architecture as shown in Fig. 4.13. The current source is implemented by a cascode structure. 
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The current generated by the current sources is switched to either side of the two differential 

output nodes by switch transistors Vswp and Vswn. These signals are synchronized by a latch 

in front of the switches. The steering signals are generated from the binary-to-thermometer 

decoder, for the unary latches out of the digital input word and a latency equalizer block for 

binary structure. This latency equalizer block ensures correct timing for the steering signals 

of the binary signals. One of the important architectural choices is how many bits are 

implemented using binary weighted current sources and how many using unary weighted 

sources. The thermometer architecture allows for minimum glitch energy and DNL at all 

code transitions because each LSB current source is turned on or off individually, but it 

requires a large number of switches and decoding logic, which greatly increases the die area 

and the digital decoding delay. The binary approach allows for the minimum number of 

switches and decoding logic because each input bit controls a binary weighted number of 

current cells, so no decoding is required. However, this results in all current cells switching at 

the major code transition, which maximizes the glitch energy and provides worst-case DNL. 

The design approach taken here is to have the most thermometer code in the DAC 

architecture that does not increase the die area significantly over the fully binary approach. 

Thus, this design uses an architecture that is half thermometer and half binary because it 

results in an acceptable penalty in die area over the fully binary approach. The basic floor 

plan of the proposed architecture is shown in Fig. 4.13. The switches and the cascode 

transistors are placed in an array, which is separated from the latches array, to make the 

whole current source array area small, and the connection between switches and current 

sources, therefore, alleviate the gradient error effect and parasitic capacitance at the drain of 

current sources.  
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4.2.2.4 Switches 

The dynamic performance of the current-steering DAC is highly dependent on the 

current switches. The switches are a simple differential pair whose tail current is switched 

completely to either of the two output branches. The maximum operation speed of the switch 

is ultimately limited by the process parameters. At high-signal frequencies the output 

spectrum is degraded due to glitches. The key issues to minimize the glitches are [23] 

a. to minimize the capacitive coupling from the digital control signal to the analog 

output and to the current sources; 

b. to avoid timing differences between switch controls;  

c. to minimize the voltage variation in the common source node of the differential 

current switch during the switching; and 

d. to minimize the stray capacitance from the current source output to the ground.  

 

 

 

 

 

 

 

 

 

 

 

Figure 4. 14   Current source unit cell and the voltage variation at point P 
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The unsynchronized digital input is fed in from the left and the cascode current source 

and the current switch are shown in Fig. 4.14. The capacitive coupling to the analog output 

can be minimized by limiting the amplitudes of the control signals just high enough to switch 

the tail current completely to the desired output branch of the differential pair. In addition, the 

switch transistors are kept relatively small in order to avoid large parasitic capacitances. The 

digital input is synchronized with a latch. To ensure equal operation speed of different 

switches, the current densities in the switch transistors has to be the same, which is obtained 

by scaling the width of the transistors. The scaling is done only for the switches 

corresponding to the 6 MSBs to avoid impractically large transistor sizes. It is important to 

keep the voltage in the common source node of the differential pair as constant as possible 

during the switching. The voltage variation in this node causes the stray capacitance to be 

charged and discharged, which, in turn, slows down the settling of the output current. The 

voltage variation is minimized by overlapping the control signals in such a way that their 

across point lies slightly above the minimum voltage level. The DAC is organized as an array 

of PMOS current sources driving a 50Ω.  

4.2.3  Simulation results 

As discussed in section 4.1, in order to compensate for dynamic errors, it is better to 

calibrate as many bits as possible. But, the complexity of the look-up-table will increase 

dramatically with increased calibrated bits, while improvement of SFDR may not be 

proportional to the calibrated bit number. So a tradeoff exists between the number of 

calibration bits and the complexity. In this paper, calibration is done to the 6-bit MSB current 

array. The clock frequency fclk is 200MHz. A sine waveform is used as the input signal. The 

dynamic glitch compensation pulse width is 0.8ns, while the dynamic settling compensation 

pulse width is 5ns. 
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The results in the previous 15-bit DAC calibration showed that the SFDR 

improvement is mainly from the dynamic glitch calibration. Therefore, only dynamic glitch 

calibration is applied to the transistor-level implemented circuits.  

Dynamic calibration is done for two cases: single input frequency error look-up-table 

calibration and combined error look-up-table calibration. 

4.2.3.1   Error look-up table coverage   

As we discussed in chapter 3, distortions in DACs are a function of the input code and 

its step-jumping from the previous input code. To calibrate distortion, a three-dimension error 

look-up table is built where one error value is stored for a given input code xn and step- 

jumping xstep.  
As for realistic DAC calibrations, a full-scale look-up-table should be used to 

calibrate any input frequency signal. To construct the full-scale error look-up table, DAC 

input signals are structured so that the DAC is excited over the entire DAC Nyquist 

bandwidth with significant distortion terms within the observation band to get small error 

look-up tables for every input frequency first. A full-scale look-up table can then be built by 

combining the small error look-up tables together. The calibration is applied to 6-bit MSB in 

this design. As a result, the look-up table is of a size of 64x127 (input code: 0~63, step 

jumping-63~63).  There is no need to fill in the whole table because for a given input code 

the step-jumping is not from -63~63. For example, when the input code is xn =8, the step- 

jumping is from -55~8. In practice, step-jumping is between –(63-xn) ~ xn which is half of the 

whole jumping range. So, only half of the error look-up table needs to be filled. A small table 

can be constructed at a single input frequency. By carefully choosing input frequencies to 

activate the full-scale input codes and step-jumping, one can then combine all the small 

tables together to obtain a full-scale table. Fig. 4.15 is an illustration of the small look-up 

table at different input frequencies and the combined full-scale table.  For sampling frequency 

fclk with the input signal frequency clksig f
M

f ×=
512

, the resulting look-up table is illustrated in 

Fig. 4.15(a), (b) and (c).  The horizontal axis is input codes, while the vertical axis is the step- 
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jumping. It can be seen from the plots that for a single input frequency, only a part of the 

table is covered. 
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(c)                                                                     (d) 

Figure 4. 15   Table coverage for different input signal frequencies 
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The higher the input signal frequency, the larger the step-jumping. Many small tables have to 

be built and put together to construct the full scale look-up table as shown in (d).   

4.2.3.2   Single-input frequency error look-up table calibration 

From the foregoing description in chapter 3, a single-input frequency error look-up-

table Esn (n=1,2,…,N) can be obtained for each input signal frequency. For a 6-bit MSB 

subDAC, the input code Xn varies between 0 and 63, while Dstep  is between -63 and 63. At a 

signal-input frequency, the corresponding small error table Esn contains only a fraction of the 

full-scale table. In this calibration, the compensation pulse is generated from the 

corresponding small error look-up table for each input signal frequency. The dynamic 

performance of the DAC is shown in Fig. 4.17. From the plot, it can be seen that a significant 

increase in the SFDR performance, at least 20dB, can be noticed at high frequencies when 

dynamic glitch calibration is taken into account. The plots in Fig. 4.16 are the spectrum 

characteristics before and after calibration. There is obvious harmonic distortion in the plot 

before calibration. However, it can be seen from the plot after calibration that the distortion 

can be significantly suppressed to as low as the noise floor through dynamic calibration even 

at high frequency close to Nyquist rate (100MHz). The results show that the main dynamic 

distortion is contributed to by the nonlinearities among the transient region. SFDR can be 

dramatically improved by reducing input-codes and jumping-steps dependent nonlinearities 

in the transient region through dynamic glitch calibration. 
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Figure 4. 16   FFT of DAC output before and after dynamic glitch calibration with 

single frequency error look-up table 
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Figure 4. 17   SFDR vs. input signal frequency for signal frequency error look-up table 

calibration 

4.2.3.3   Combined error look-up-table calibration 
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Xdiff is equal, the current used to calibrate the nonlinearity should be the same or very close 

for the same Xn. It is found to be true after comparing the overlapping error value among 

different small error look-up-tables. Fig. 4.18 is the error look-up-table of full scale input 

codes and jumping steps.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. 18   Combined error look-up table 
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Figure 4. 19   FFT of DAC output before and after dynamic glitch calibration with full 

scale error look-up table 
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Figure 4. 20   SFDR vs input signal frequency before and after dynamic calibration 

The plots in Fig. 4.19 are the spectrum characteristics before and after calibration. 

From the plot it can be clearly observed that the harmonic is suppressed from -62.5dB to -

71.4dB. About 9dB improvement is achieved at near Nyquist rate. 

Fig. 4.20 shows the DAC’s dynamic performance before and after calibration. 

Although the SFDR may degrade a little at low frequency, the improvement becomes more 

significant with increasing input-signal frequency. More important is that the SFDR remains 

nearly constant until Nyquist rate, where the SFDR improvement is significant.   

The improvement of SFDR from the combined error look-up-table is not as large as 

that from single-input frequency error look-up-tables. One reason may be that, in this 

approach, it is assumed that the error table should be frequency independent, but it is not 

completely unrelated to input signal frequency in reality.   
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Figure 4. 21   SFDR vs input signal frequency before and after dynamic calibration 

Frequencies plotted in Fig. 4.20 are all from those used to build the full scale error 

look-up table. To verify the robustness of this calibration, frequencies not used in table 

construction need to be under calibration to observe how the SFDR will change after dynamic 

calibration. Fig. 4.21 shows the DAC’s dynamic performance before and after calibration, 

where the “*” on the plot marks the tested frequencies not used in table construction. The 

plot shows that all the frequencies follow the trend of SFDR vs input signal frequencies 

although the SFDR improvement at the tested frequencies are 1~2 dB smaller than that from 

those frequencies used in error look-up-table construction. There may be some frequencies 

where the SFDR improvement is dramatically lower that the trend. However, a lot of 

frequencies are used to build the error look-up-table, and the calibration results from 

frequencies that are not used in the error look-up-table construction also follow the trend, the 
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possibility of SFDR after dynamic calibration with significant deviation from the trend is 

quite small. 

In above calibration, the full scale error look-up-table is built by averaging errors over 

whole Nyquist bandwidth. In this way, the full scale table can be used to do broadband 

calibration. However, if only a narrow frequencies band is of interest, the full scale table can 

be constructed in a different way. For example, if signals at low frequencies are critical, the 

errors obtained at low frequencies are weighted more in the error look-up-table construction. 

Fig 4.22 is the DAC’s dynamic performance after calibration with full scale error look-up-

table built by replacing error values of small jumping steps with the errors extracted at low 

frequencies. The plot shows that significant improvement is achieved at low frequencies 

although DAC’s performance degrades moderately in the medium frequencies range.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. 22   SFDR vs input signal frequency with modified error look-up-table (low 

frequencies) 
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The same mechanism can be applied to high frequencies signal calibration. Fig. 4.23 

is the plot of SFDR vs input signal frequencies after replacing the corresponding error values 

at the full scale error look-up-table with errors from high frequencies small tables. The results 

show that significant improvement is achieved at high frequencies although DAC’s 

performance degrades moderately in the medium and low frequencies. 

  

 

 

 

 

 

 

 

 

 

 

 

 Figure 4. 23   SFDR vs input signal frequency with modified error look-up-table (high 

frequencies) 

The simulation results show that more significant improvement of the DAC’s 

dynamic performance can be achieved if the calibration is focused on a narrow frequencies 

range compared to broadband calibration. 
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1) SFDR vs. compensation pulse delay 

In the above calibration, it is assumed that the compensation pulse is aligned with the 

raw DAC output. But, that may be not the case in the reality. A time interval between the raw 

DAC output and the calibration, ∆td, may exist. This delay will have an impact on SFDR. The 

effect of different ∆td to SFDR is shown in Fig. 4.24. In the simulation, the compensation 

pulse width is 800ps and the input signal frequency is about 73.8MHz. The magnitude of 

SFDR decreases from about 70dB to about 65dB when the delay width changes from 0 to 

400ps. If the delay can be controlled under 200ps, the degradation of the SFDR is less than 

about 4%. The requirement of this control is not hard, so it is not a significant concern in the 

design. This result shows that this approach is robust. 

 

 

 

Fig. 3.6 SFDR vs Compensation pulse delay 

 

 

 

 

 

 

 

 

 

Figure 4. 24   SFDR vs. compensation pulse delay of DAC after dynamic calibration 
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2)   SFDR vs. shape of compensation pulse 

As in the previous discussion of 15-bit DAC calibration, not only the robustness of 

the approach but also implementation possibilities need to be considered. In the previous 

calibration, the pulses used in calibration are rectangle waveforms. In reality, it is a challenge 

to get rectangle waveform with width of half a nanosecond. However, it is easy to generate a 

triangle or near triangle waveform. If the SFDR improvement using triangle waveforms for 

compensation can achieve the same or just below that of rectangle waveforms, it will relax 

the realization of the calibration. Two kinds of triangle waveforms, (a) and (b) as shown in 

Fig. 4.25, are used to replace the rectangle waveforms. Both of the triangle waveforms have a 

width of 800ps. The height of the triangle waveforms is normalized to the height of the 

rectangle waveforms as 2 to achieve equal compensation waveform area. SFDR improvement 

for different compensation pulse shapes is shown in Fig. 4.26. The SFDR vs. input signal 

frequency curves of the dynamic calibration are close to each other, especially the calibration 

through rectangle waveforms and shape 2 triangle waveforms. The SFDR after the shape 1 

triangle waveform calibration has just less than 1 dB deviation. The results show that the 

shapes of the triangle have little effect on the SFDR improvement given the same 

compensation pulse energy area. 

 

 

 

 

 

 

 

Figure 4. 25   Two calibration triangle waveforms 
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Figure 4. 26   SFDR vs. input-signal frequency for different compensation pulse shapes 

4.2.4  Conclusions 

The simulation results of the 12-bit transistor level current steering DAC using 

dynamic glitch calibration applied with both single-input frequency error look-up tables and a 

combined error look-up table showed that distortions can be efficiently reduced and the 

SFDR can be correspondingly significantly improved through this calibration scheme by 

applying narrow pulses to compensate for nonlinearities.  The simulation also showed that 

this approach is robust. Given the same compensation pulse energy area, the pulse sharps 

have little effect to the DAC dynamic performance improvement. Therefore, this approach is 

feasible. 
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CHAPTER 5.   EXPERIMENTNAL RESULTS 

 

The behavior- and transistor-level calibration procedures were presented in chapter 4. 

In this chapter, we will present and discuss the experimental results of the DAC dynamic 

calibration. First is an introduction to the experiment measurement procedures and principles. 

Following that is the DAC experiment testing setup. Finally, the measurement results and the 

discussion of the results are given.  

 

5.1  Introduction   

The goal of the calibration of a DAC is to find an error look-up table which drives the 

CALDAC to generate an extra current and add it to the raw DAC to produce a spectrally- 

pure desired output waveform. In the previous chapter, error information was obtained by 

removing the fundamental components from the spectrum output and applying IFFT to the 

residual frequency domain series. It is easy to realize the procedure in simulation. However, 

there are difficulties in determining error values in experimental measurement. First, output 

of the DAC is analog, so error data of a DAC needs to be quantized so that it may be 

manipulated with a computer. To obtain the error data, a possible scheme is to sample the 

output of the DAC using a higher-performance (high resolution, same speed) ADC. However, 

an ADC with equal or better performance to the DAC is generally not available.  In practice, 

ADC errors usually dominate the DAC errors for devices at the same sample frequencies. A 

system with a ADC with higher performance that operates at slower clock rate is a possible 

solution [29]. In this approach, the system clocks the ADC at the DAC rate divided by a ratio 

R. A low pass filter is added after the output of the DAC to remove frequencies outside the 

Nyquist band of the ADC. This allows the user to implement a slower ADC with linearity 
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superior to the DAC. This ADC may measure DAC output errors that appear at frequencies 

within the filter pass band. In order to perform an accurate calibration, the effects of the 

calibration system on the system output that are not related to DAC error, such as the phase 

and amplitude changes introduced by the low pass filter and the gain error and delay caused 

by the ADC, must be removed.  Amplitude is not an issue, but the phase reference between 

the DAC input samples and the measured samples from the ADC used to calibrate the DAC 

must be determined. The coherent measurement system requires substantial time and effort to 

determine the phase references. This limits the use of this approach.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. 1   DAC test setting 
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frequency to extract the error waveform by varying the input signals. Then, the error 

waveform is used to modify the input sequence to obtain the desired output. This is a precode 

approach which is not the same as ours, but we can draw inspiration from its idea. A 

measurement setup is illustrated in Fig. 5.1. At first, a program is used to generate a length N 

periodic sequence with period number M and deliver the sequence to the signal generator. 

The pattern source then cycles through the samples, repeating the sequence every T=N/fclk 

second and the DAD translates these samples to an analog signal. This analog signal 

containing power at input frequencies and the distortion power at other frequencies is 

measured by a spectrum analyzer. Based on the measured values, the error is extracted. The 

sequence is then modified according to the errors and the process is repeated until the error is 

removed to a tolerated level. 

5.1.1  The error determination procedure 

The sequence sent to pattern generator is a periodic signal with length N. The 

discrete-time Fourier series (DTFS) is:  
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                                                             (5.1) 

The spectrum of x(n) has N distinct bins for k=0,1,2,…,N-1. The values of x(k) 

represents the phase and magnitude of each spectral component. The output of an ideal DAC 

would contain energy only at those frequencies related to N bins at frequencies 
N

kf
f clk= . To 

measure error, a DAC is driven with a sequence that only has energy in known bin locations.  
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Figure 5. 2   ak and bk determination through three power spectrum measures 

 

Any energy appearing in bins other than those predetermined would be considered 

error energy. By measuring error energy in these bins, an error sequence is determined. The 

error waveform experiences the same devices as the signal, and, therefore it should have the 

same expression with x(n): 
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In order to determine the error sequence, measurements of ak and bk must be made. A 

power spectrum analyzer provides measurements of the signal power Pk at the kth bin. The 

measured power component is: 

                                                     )
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(
22

kk
k

ba
P

+= γ                                                                (5.3) 

where γ is a gain constant between the samples and the analog power spectrum measurement. 

To get the input error waveform, ak and bk need to be known. However, the power measured 

by spectrum analyzer is proportional to ak
2+ bk

2, not ak
 and bk. ak

2+ bk
2 defines a circle on 

which the value ak and bk must lie. From the measurement, it is only known that the values of 

ak and bk lie on the circle with radius: 
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But their location can’t be determined yet. Since there are two variable, two more 

measurements are needed to solve the values of ak and bk. 

Modifying the DAC input sequence by adding a cosine with amplitude ak
’ at that bin 

results in a change of the measured power and, thus, results in a new circle with radius R1: 

                                                      
γ
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R kkk =+−=                                                     (5.6) 

By adding this second circle, the ak value has been identified by the intersection of the 

two circles while the bk has only two possible values. The value of bk can be found by adding 

a sine with amplitude bk
’. The third circle has equation given by  
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From the equations (5.5), (5.6), and (5.7), the values of ak and bk can be determined: 
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Then the kth harmonic component of the error sequence is identified. The same 

procedure can be applied to other harmonics. 

The procedure can be summarized as follows: 

1. Generate a signal with known amplitude and input to the DAC, and then measure the 

output to determine the scale factor γ. 
2. Determine bins { }mxxxxx ,,,, 321 �

�
=  (m: desired signal number) and frequencies fx on which 

the desired signal energy is located. For sampling frequency fclk, period length N, if the 

location of the desired signal bin is located at M, then the signal frequency clksig f
N

M
f ×= .  

3. Quantize the desired waveform into a sequence working as input signal to the DAC. 

4. Measure the DAC output power spectrum (P0) for 
N

kf
f clk= , (k=0,1,…,N/2-1). In 

practice, the dominant distortion is from the 2nd and 3rd harmonics; as a result, only bins 

at which the 2nd and 3rd harmonics locate need to be measured.  

5. Modify the original sequence by adding )
2

sin('

Ns

kn
ak

π (k is the location bin of 2nd and 3rd 

harmonics within Nyquist band). 

6. Measure the power spectrum (P1) for the desired signal: 2nd and 3rd harmonics within the 

Nyquist band. 

7. Modify the original sequence by adding )
2

cos('

Ns

kn
bk

π (k is the location bin of 2nd and 3rd 

harmonics within Nyquist band). 
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8. Measure the power spectrum (P2) for the desired signal: 2nd and 3rd harmonics within the 

Nyquist band. 

9. Using 
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determine the values of ak and bk. Then the calculated error is 
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location of 2nd and 3rd harmonics in the first Nyquist rate. A desired output can be 

obtained by subtracting the error wave from the original signal.  

 

5.2  Experimental setup 

According to the procedure description in section 5.1, we will evaluate this procedure 

and use it to get the error information on experimental DAC. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. 3   DAC experimental measurement setup 
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The procedure was verified on an Analog Devices, Inc. 14-bit 125 MSPS TxDAC 

(AD9764). The experimental setting is shown in Fig. 5.3. To get precise values of ak and bk, 

it is very important to make accurate power measurements from the spectrum analyzer. In the 

measurement, it is critical to make sure that the input signal magnitude into the spectrum 

analyzer is not beyond the input range of the device or distortion will occur which will, 

causing inaccurate results. In this experimental measurement, a 20dB attenuate is applied to 

the input signal when it enters the spectrum analyzer. To obtain an accurate measurement 

result, the span and bandwidth must also be considered. The center frequency of the analyzer 

is set to the desired frequency. The span is set to 1.5KHz and the resolution bandwidth is set 

to 100Hz.  

The following are the measurement equipment: 

 

Devices Model Specifications 

DAC AD9764 Current steering, 14 bits, 125MSPS 

Signal Generator DG2020A Data rate : 200 MHz,      

Output channels: 12,24,36 

DC Power Supply  Vdd=3V, Vss=0V 

Spectrum Analyzer HP8594E Dynamic range:  +30dBm~-127dBm                                                                    

Frequency range:  9kHz~2.9GHz 

Input impedance:   50 Ohms 

 

The input sequence length N is set as 4096, the sampling frequency fs = 50MHz.  
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5.3  Experimental results 

The calibration was implemented for two cases: calibration through precode and 

calibration through error look-up table. 

5.3.1  Precode 

In this case, a sequence x(n) at each frequency was generated to drive the DAC. The 

2nd and 3rd harmonics parameters a2, b2, a3, and b3 were obtained through the procedure 

described in section 5.1. Therefore, the error waveform e(t) for this input frequency was 

known. Subtracting the error waveform from the original signal waveform, a desired signal 

x(t)’ after calibration was obtained.  

                                               )()()( tetXtX −=′                                                        (5.8) 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. 4   SFDR vs. input signal frequencies for precode calibration 
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After sampling and quantizing the desired signal, a new sequence x(n)’ is structured 

and used to drive the DAC.  The same procedure is applied to signals at different input 

frequencies. Both x(n) and x(n)’ are measured with spectrum analyzer, the SFDR vs input 

signal frequencies is plotted as Fig. 5.4. From the figure, it can be seen that around 5 dB 

improvement is achieved through the precode calibration. 

5.3.2  Look-up table calibration 

At the precode calibration, the desired waveform was obtained by subtracting the 

error waveform from the original signal. In practice, it was impossible to compensate the 

error for variable input frequency signals by subtracting the harmonics. A table was needed to 

store  
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Figure 5. 5   SFDR vs. input signal frequencies for error look-up table calibration 

the error values for different input codes and step jumping heights. The error look-up table 

was built by averaging the error values for the same input code and step-jump height. The 

calibration results are shown as Fig. 5.5.  It can be seen from the plot that there is about 5 dB 

improvement of SFDR at low frequency, and the improvement decreases with the increasing 

of the input frequencies. At high frequency, the improvement is negligible . 

 

5.4  Discussion 

The results in section 5.3 show that the DAC’s dynamic performance can be much 

improved through the precode method. It also shows that SFDR improvement can be 

achieved at low frequency through an error look-up table although the improvement is much 

less at high frequency. What is the cause of the improvement degradation with the increasing 

of the input signal frequency? Since the calibration is implemented through error waveform, 

it is worthy to observe the error waveform and look-up table. 

Set the sequence length N=4096, where the input signal period number during the 

sequence is M, the clock frequency of the signal generator is fs=50MHz because it takes 

length of two data to form a clock period, and the actual output frequency of the sequence 

from the data generator is: 

                                            MHz
M

N

fM
f clk
sig 50

20482/
×=×=                                                   (5.9) 

Table 5.1 contains the error values for a given input code xn and jumping step height 

xstep , where xstep = xn- xn-1. Observing the error values, we can notice that the error values are 

nearly the same at small M (low-input frequency). When the M is larger than a certain 

number, the error values will deviate and converge to two different values. Moreover, the 
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deviation becomes more obvious when M grows. The two values become nearly symmetric 

around zero when the input frequency reaches Nyquist rate. The method applied to deal with 

the error values for the same (xx, xstep) is to average these values to get a effective value 

eavg(n) used for compensation. So, eavg(n)  is the mean of the group of error values for (xx, 

xstep). At low frequency, all error values converge to one value; therefore, their mean is close 

to the real errors. With the increasing of the input frequency, the errors deviate to two 

different values with nearly the same magnitude but opposite signs. As a result, their means 

come to zero. This means that nearly no compensation is applied to the raw DAC, which 

results in no improvement in SFDR when the input signal frequency is close to Nyquist rate.  

Observing the error values and M more carefully, we find that the error values deviate 

when M is lager than a certain value. Actually, the phenomenon occurs when the 3rd 

harmonic bin is beyond the Nyquist band. This can be explained easily. In section 5.1, we 

derived the error waveform expression: 

                 )3cos()3sin()2cos()2sin()( 03030202 tbtatbtane kkkk ωωωω +++=            (5.10) 

This expression is valid when the 3rd harmonic bin is located within the Nyquist band. 

In the calibration, we only compensate for harmonics below the Nyquist rate. If the 

harmonic bins are outside of the Nyquist band, the harmonics bins reflected into Nyquist 

band are of consideration. For example, for N=2048, M=401, the 3rd harmonic bin is 1204, 

which is outside the Nyquist band (1024). So the reflected bin located at (2048-3x401)=846 

will be chosen to compensate for 3rd harmonic distortion at this input frequency signal. 

For input signal frequency f0, the actual error wave is: 

         )2cos()2sin()2cos()2sin()( 33332222 tfbtfatfbtfane kkkk ππππ +++=     (5.11) 

And 
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where fs is the clock frequency. 

Fig. 5.6 and Fig. 5.7 show error waveforms at different frequencies. For a pair of 

(xx,xstep), ‘*’ marks the satisfied points. Fig. 5.6 is the plot for low frequency (3f0<fs/2). Fig. 

5.7 is the plot for high frequency (f0 is close to fs/2). At low frequencies, the error waveform 

is periodic to the satisfied points, so the error values hit by these points are of close values. 

While at high frequencies, there are two satisfied points in a period, and each of them hits a 

different value. Therefore, two values occur at high frequencies.  

The errors for given (xx,xstep) and their extracted value determined by averaging these 

values are shown in table 5.1 at different input frequencies. In the table, the extracted values 

are close to their real errors at low frequencies, while the extracted values deviate from their 

real errors with increasing input frequency. Values become near zero at frequencies close to 

the Nyquist rate. 

The previous discussion revealed that SFDR improvement decreases due to deviation 

of compensation error values for a given (xx,xstep). This observation is taken to the error with 

a width equal to a clock period. How about the error codes in the dynamic glitch calibration, 

since those pulses have a much narrower width? 
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Table 5. 1   Compensation error values for different input frequencies at different input 

code and step-jumping 

 

 

(xn, xstep) (6,5) (7,7) (7,7) (7,7) (8,7) (10,7) 

M 201 301 401 551 701 851 
 -0.00047 0.00022 0.0010 0.00094 0.0012 -0.0025 
 -0.00047 0.00021 0.0004 -0.00092 -0.001 0.0025 
 -0.00048 0.00022 0.0010 -0.00095 0.0012 -0.0025 
 -0.00045 0.00020 0.0004 0.00093 -0.001 0.0025 
 -0.00046 0.00022 0.0010 -0.00094 0.0012 0.0025 
 -0.00046 0.00021 0.0004 0.00093 -0.0011 -0.0025 

E -0.00047 0.00021 0.0010 0.00095 0.0012 0.0025 
R -0.00047 0.00020 0.0004 -0.00094 -0.0011 0.0025 
R -0.00045 0.00022 0.0010 0.00092 0.0013 -0.0025 
O -0.00046 0.00021 0.0009 0.00094 -0.0011 0.0025 
R -0.00046 0.00023 0.0004 -0.00093 0.0013 0.0025 
 -0.00047 0.00021 0.0004 -0.00095 -0.0011 -0.0025 

V -0.00047 0.00020 0.0010 0.00094 0.001 0.0025 
A -0.00045 0.00022 0.0009 -0.00092 0.0013 0.0025 
L -0.00045 0.00020 0.0004 -0.00095 -0.0012 -0.0025 
U -0.00046 0.00022 0.0004 0.00093 0.001 0.0025 
E -0.00046 0.00021 0.0009 0.00095 -0.0012 -0.0025 
S -0.00047 0.00022 0.0004 -0.00094 0.001 -0.0025 
 -0.00048 0.00020 0.0010 0.00092 -0.0012 0.0025 

(V) -0.00045 0.00022 0.0004 0.00095 0.0011 -0.0025 
 -0.00046 0.00021 0.0010 -0.00093 -0.0012 -0.0025 
 -0.00046 0.00021 0.0004 -0.00095 0.0011 0.0025 
 -0.00047 0.00020 0.0010 0.00094 -0.0013 -0.0025 
 -0.00047 0.00022 0.0004 -0.00092 0.0011 -0.0025 
 -0.00045 0.00020 0.0010 -0.00095 -0.0013 0.0025 

Mean (V) -0.00046 0.00021 0.00069 -0.000001 0.000003 -0.00009 
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Figure 5. 6   Input signal and error waveform for (xn, xstep)=(7,7) @ fsig=7.34MHz, fs 

=50mHz 
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(b) 

Figure 5. 7   Input signal and error waveform for (xn, xstep)=(10,7) @ fsig=20.8MHz, fs 

=50mHz 

(a) whole window view   (b) zoom in view between bin 850 and 950 
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Table 5.2 is the error pulse amplitude for a given (xx,xstep) at each input frequency in 

the 12-bit transistor-level dynamic-glitch calibration. The data in the table show that the error 

values are very close to each other at both low- and high-input frequencies. This indicates 

that the mean used to compensate for nonlinear distortions is very close to the real error. 

Therefore, much significant improvement of SFDR can be achieved through this approach. 

 

Table 5. 2   Dynamic glitch error values for different input frequencies at different 

input code and step-jumping 

 

(xn, xstep) (8,7) (23,22) (38,34) 

M 35 81 189 

 -0.00016926 -0.0022182 -0.0009618 

Error (V) -0.00020762 -0.0011162 -0.0015234 

 -0.00029773 -0.0020118 -0.0006088 

Mean (V) -0.000224869 -0.001782067 -0.001031343 

 

• 12 bits current steering DAC 

• Sampling frequency fs=200MHz 

• Input signal frequency ssig f
M

f ×=
512
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Table 5.3 is the error values for dynamic settling calibration at different input 

frequencies. The table shows that the values vary widely for a given (xx,xstep) at an input 

frequency. Therefore, it is no surprise to expect large difference between the mean and the 

real error and little SFDR improvement through dynamic settling calibration. 

 

Table 5. 3   Dynamic settling error values for different input frequencies at different 

input code and step-jumping 

 

(xn, xstep) (8,7) (23,22) (38,34) 

M 35 81 189 

 4.77363E-05 -0.0001025 -8.538E-05 

Error (V) 9.14835E-05 0.00016688 -0.0001575 

 0.000103844 0.00010294 -0.0002532 

 -8.74185E-05   

Mean (V) 3.89112E-05 5.57698E-05 -0.000165367 

 

• 12 bits current steering DAC 

• Sampling frequency fs=200MHz 

• Input signal frequency ssig f
M

f ×=
512
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CONCLUSIONS 

 

In this dissertation we have addressed the issue of dynamic nonlinearities in the 

digital-to-analog converters. We have explored a novel approach to calibrate current-steering 

DACs. This approach assumes that the nonlinearities come mainly from the early period of 

the transition region and a series of pulses can be generated according to the error waveform 

and added to the output of the raw DAC to compensate for nonlinearities. The errors are 

regarded as a function of current input signal xn and the step jumping height xstep. A small 

error look-up table was built for each input signal frequency. The full-scale look-up table 

consisting of many small tables can be constructed to calibrate arbitrary input signals. The 

validity of this approach was demonstrated with a 12-bit current steering DAC. The 

simulation results showed that the main nonlinearities were from the early period of the input 

codes transition, called dynamic glitch errors in this dissertation. The dynamic glitch error 

calibration approach used by applying narrow pulses to compensate the nonlinearities did 

efficiently reduce the distortions, and the SFDR improved significantly improved using this 

calibration scheme.  The robustness of this approach was also proved in the simulation. The 

calibration was then applied to a commercial current-steering DAC. Experimental 

measurement results are also provided for a special case of this dynamic calibration algorithm 

that show that the dynamic performance can be improved through dynamic calibration, 

provided the mean error values in the table are close to their real values. 
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