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ABSTRACT

The demand for high-speed communication systems has dramatically increased during
the last decades. Working as an interface between the digitainaholy world, Digital-to-
Analog converters (DACs) are becoming more and more important leetteysare a key
part which limits the accuracy and speed of an overall system.eQosgly, the
requirements for high-speed and high-accuracy DACs are incrgadigmglanding. It is well
recognized that dynamic performance of the DACs degrades draliyatidth increasing
input signal frequencies and update rates. The dynamic performaftanisharacterized by
the spurious free dynamic range (SFDR). The SFDR is determintbe lspectral harmonics,
which are attributable to system nonlinearities.

A new calibration approach is presented in this thesis that comesn®at the
dynamic errors in performance. In this approach, the nonlinear componetiits wiput
dependent and previous input code dependent errors are characterized, atidrceodes
that can be used to calibrate the DAC for these nonlinearigest@ed in a two-dimensional
error look-up table. A series of pulses is generated at run time lgsaddy the error look-up
table with the most significant bits of the Boolean input and by usiagcorresponding
output to drive a calibration DAC whose output is summed with the oriGIA& output.
The approach is applied at both the behavioral level and the circliinemarent-steering
DAC.

The validity of this approach is verified by simulation. These sitina show that
the dynamic nonlinearities can be dramatically reduced with #iibration scheme. The
simulation results also show that this calibration approach is roebustrors in both the

width and height of calibration pulses.
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Experimental measurement results are also provided for a speciaf tlaisedynamic
calibration algorithm that show that the dynamic performance campeved through

dynamic calibration, provided the mean error values in the table are close to theitues
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CHAPTER 1. INTRODUCTION

1.1 Background

The telecommunication market has experienced unprecedented growthtderiast
decade. With the decreasing feature size of the transistonnaliens of transistors can be
integrated into a single chip. The digital part becomes more iargosith growth while the
analog part remains crucial. As an interface between theldigitibanalog world, digital-to-
analog converters (DACs) have to meet the requirement for botlliddésmerous types of
DACs, such as decoder-based, binary-weighted, etc., have been designeettdhen
requirement. With the development of submicron CMOS technologies, highaagdigital
to analog converters are becoming increasingly important as thexadgnused building
block in communication systems. Furthermore, with increasing of theaupatas, like those
seen in submicron, CMOS technologies that show an increase in conspasahup to Giga
Hertz range, dynamic performance of such DACs at high frequenaxéparticular interest.
So, the requirement for high-speed and high-accuracy DACs has become urgent.

The DACSs’ performance deteriorates dramatically with in@eas system clock rate
and input signal frequency. To address this, many calibration approaetesported in the
literature to improve DAC performance. But, most of the approachesddcon static
nonlinearity calibration, and few papers have reported on how to deal dyithmic
calibration at high frequency ranges. In this dissertation, dynamiénearnty is analyzed
and its effect on the output waveform is discussed. A novel dynanoc eafibration
approach is presented to compensate for nonlinearities and, thereformrooe DACS’

dynamic performance, especially at high frequency.
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DACs convert a signal from a digital code to an analog signal pieparto the
digital input. The output signal of the DACs can be voltage, currecharge. As one of the
most common analog interface circuits between the digital domain and doatagn, DACs
can be used from low-speed, high-resolution audio application to high-spea@sldution
video applications. Among these applications, low-sample rate, high#iesoarchitectures
are dominated by oversampling architectures. But, this type of &@se only used in
medium-to-low speeds. In other ranges the Nyquist-rate DACs domirtaeefore, we only
focus on Nyquist-rate DACs in the following study.

DACs are usually in the form of voltage or current output when treeg@signed to
drive an external load. It is very easy to modify a current DAG a voltage DAC with a
resistive load. Throughout the years, the demand for high-speed and ligitiorshas been
increasing in communications. Among these DACSs, current-steerirg &4 often used for
high-speed and high-resolution converters in advanced CMOS technologiesebetats
attractive features. First, current-steering DACs are é&asptegrate into standard digital
CMOS technologies. Second, current-steering DACs can deliveryy redhpower to the
output, so the converter is very power efficient.

In this thesis, we study the dynamic nonlinearities of DACs ancipres approach
that can improve the DACs’ dynamic performance at high-frequency;Nyggiist rate by
adding an extra compensation calibration DAC (CALDAC) output to then AC. The
output of the CALDAC output is generated according to an error look-u@. ks shown
that this approach can significantly improve DACs’ dynamic perfao@aespecially at high

frequency.
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1.2 Thesis organization

This thesis is organized as six chapters. Chapter 1 is the irticdudich gives a
brief background of DACs and the thesis organization. Chapter 2 deseabed DAC
architecture and concepts of DAC static and dynamic nonlineariese $wauits’ level
methods and calibration approaches are also reviewed in this chiaptbapter 3, the basic
idea of the dynamic calibration is given and the generation of the @sed for dynamic
nonlinearities is also described. Chapter 4 presents the prototypé&5ebits, behavioral-
mode, current-steering DAC and a 12-bits, transistor-level, cunesrirsy DAC working as
a main DAC in the calibration. The simulation results of the dyoa&alibration are given in
this chapter. The experimental measurement scheme, results, atidciingsion about the
results are provided in chapter 5. Insight into the shortcomings adgpi®ach and future

work that may be necessary are discussed in chapter 6. Finally, the referemteslar
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CHAPTER 2. DAC ARCHITECTURE, NONLINEARITIES,
AND CALIBRATION REVIEW

In signal processing and telecommunication systems, the digiéalalog converters
(DACs) are used to reconstruct the analog signal from arbitrary digitafferen. DACs are a
key part which limits the accuracy and speed of the overallsy&k3]. The DACs can be
generally divided into two main types according to the sampling fregu® input signal
ratio: Nyquist-rate converters and oversampling converters [4].

1. Nyquist-rate converters:

For Nyquist-rate converters, output values have a one-to-one correspondnae w
single input value. Each analog output level is a result of a dfagleinput word. However,
this type of converter seldom operates near Nyquist rate for tsjor measons. First, the
dynamic performance degrades dramatically near the NyquistSatend, the anti-aliasing
filter design becomes much harder when DACs operate near the t\ydejswvhich requires
the anti-aliasing filter to fall down very sharply. Typicalljzet Nyquist rate converters’
sampling rate is about 1.5 to 10 times the Nyquist rate.

2. Oversampling converters

Oversampling converters can push the quantization noise of the convertértioeit
signal’s bandwidth through oversampling (about 20 to 512 times fasterjltandt out by a
following connected filter operation. As a result, the output’s siprabise ratio (SNR) can
be increased with the larger of the oversampling ratio. The ovplisgnDAC’s have
become popular for high resolution, but are only used in medium-to-low speeds [5].

In this thesis, the candidate of study is high-frequency DACs;fthierave focus on

Nyquist-rate DACs in the following chapters.
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2.1 Typical DAC circuits implementation

In this work, we focus our study on DACs suitable for high-speed and ésghution
application. There are three basic models of circuit technologmptement the DACs:
voltage mode, current model, and charge-redistribution mode. We will givarief

introduction for each mode in the following.

2.1.1 Voltage mode

For the voltage mode, the output signal is given by voltage level. dllypistructure
for this mode is the resistor-string. There are several typaschitectures for the resistor-
sting DAC. The most straightforward approach for realizing theitsl DAC is through
decoder-based converters which credteeference signals and pass the appropriate signal to
the output. The reference voltage.Ms divided by the resistor-string and form different
weights. The switch network is connected in a tree-like decodeneslsor-string structure
is simple, but the delay caused by the switch network severatg lits speed [4]. Though
logic can be used for the decoder to make it faster, the improvesrsilt moderate. When
the number of bits becomes large, the resistors and switches nimereases significantly,
which will occupy a large area. In broadband applications, the Opangndedbecoming

difficult. Moreover, resistor matching is also a significant issue.

2.1.2 Charge mode

The charge mode DAC is usually the charge-redistribution DACem@hted with a
switched-capacitor (SC) technique. The basic idea is illustedegig. 2.1 [4]. For a N-bit
DAC, the most significant bit (MSB) capacitor i$2times of the least significant bit (LSB).
For an input word X(by, b»,... ,by, ), where B0,1}, the corresponding switches will be

N
turned on to send different weighted voltage to the outptutahdvouﬁ_zh*g_ivm .
i=1 °
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N-1 i N-2 - Vou
27°Cisg 27°Ci 5B | Ciss -

vm/ by /Tbm /| by

Figure2. 1 Chargeredistribution DAC

The type of structure is insensitive to Opamp input-offset voltadgendige, and
finite-amplifier gain. But, there are several drawbacks indtnigcture, such as the capacitors
matching, the switch-on resistance, and the finite bandwidth of thafi@mplrhe Opamp
bandwidth limitation limits charge-redistribution, switched-capadi&C'’s in medium-to-

low speed application.

2.1.3 Current mode

Current mode DACs are very similar to resistor-based convén¢r@re intended for
higher-speed application. The basic idea can be shown as Fig. 2.2 [4}witblees are
controlled by the input word X(by, b, ,... ,by, ), where B1{0,1}, by is the MSB, and pis

the LSB. Then the output curregi:will be given by

N
| out :Zbi*zl_l*lLSB (1.1)
—

where |sg is the unit LSB current.
Current-steering DACs are easy to integrate in standargld@MOS technologies.

They can also deliver nearly all power to the output and are, therefower efficient, due to
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their current characteristic. So, current-steering DACs are often arskjfi-speed and high-

resolution converters in advanced CMOS.

N-1 N-2
2 | LSB 2 | LSB I LSB

Figure2.2 Current-steering DAC

Current-steering DACs can be built very compact, and the areaeeaan be quite
small comparing to others architectures. The small area dane¢he gradient error effect.
Because they can drive an output resistive load directly withoutriegjihe use of extra
buffer, current-steering DACs can also be very fast.

Applications in broad-band communication demand DACs higher than 10 bits
linearity and sampling rates up to hundreds of Msamples/s [1][6]eT$peifications push
the designs to the technological limits of current digital CM@&esses. In this situation,

current-steering DACs are often used.

www.manaraa.com



2.2 DAC architectures

There are several possibilities for how a digital-to-analogeatisteering converter
can be implemented. The approaches differ in complexity, in the contited switches, and
in the weight of the current sources. Some architectures needoadditircuitry, like a
thermometer decoder. They also differ in static linearity andyimamic error for the same
total current source area. There are three possible architefutbe implementation of the
current source array: the binary-weighted architecture, the omeeter-coded architecture,

and the segmented architecture. A brief introduction of each will be given in the falowi

2.2.1 Binary-weighted architecture

The basic idea of binary-weighted architecture can be shown a.EigIn binary-
weighted implementation, every switch steers a current to the dbfgus twice as large as
the next least significant bit. The digital input code directintmls these switches. The
advantages of this architecture are its simplicity and thel stheon area requirement for
digital circuit because no decoding logic is needed. On the other hiargeadifferential
nonlinearity (DNL) error and an increased dynamic error arengitally linked with this
architecture. Especially in the medium code, a single currenteseritic the weight 2 is
switched on or off and N-1 current sources with the total weitjht-2 are switched off or
on. This causes a large differential nonlinearity error. A lgfigeh is normally produced due
to timing mismatches, which greatly affects dynamic performaioreover, monotonicity

cannot be guaranteed by this architecture.
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2.2.2 Thermometer-coded architecture

In contrast to binary-weighted architecture, in thermometer-coadutenture every
source has a weight of 1 LSB and is addressed individually. Thehsewitre not directly
controlled by the digital input code. As shown in Fig. 2.3, the digital iopdé (B, By, ...,
Bn.1) is first converted to the thermometer codgt(--.T,_), and then the thermometer

code are used to control the switches.

Thermometer decoder

TZN—l T2N-2 ececscsscsse Tl

| s | s I sp

Figure2. 3 Thermometer coded Architecture

The advantages of this architecture are its good DNL error anohitie@ dynamic
switching errors. Since at every LSB transition only one additiomakent source has to be

switched to one of the outputs, in thermometer-coded architecture, tihB\a guaranteed
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monotonic behavior. The major disadvantage of the thermometer-coded chnctiie the
complexity, the area required, and the power consumption of the thermaeetzler,
especially for resolutions beyond 10 bits [7]. An N-bit binary input cedeapped to a'21
bit thermometer code. For large resolutions, the thermometer deedtiebecome

increasingly complex and large in terms of silicon area.

2.2.3 Segmented architecture

Segmented architecture can combine the advantages of both binanyedeand
thermometer-coded DACs [7]. In this case, the DAC is divided intosuwb-DACs: the N
bits LSB are implemented using a binary-weighted architectunde whe N bits MSB are
implemented in a thermometer-coded architecture. In this archidec balance between
good static and dynamic performance at a reasonable decoder areargoiexity can be

achieved.

2.3 Performance characteristics

In previous sections, we discussed the different architectures pheimentation for
the DACs where all DACs are assumed to be ideal. This mbahshe DACs are free of
transistor mismatching, all unitary currents are identical amdtant, there are no parasitic
capacitance and resistance, and the settling time is infivoté sBut in reality, DACs rarely
run in ideal situations. Their performance may be affected by faatyrs like temperature
variation, device process variation, current source internodes, finite ootpetlance, etc.
[8][9]. All these nonlinearities will add errors to the DACSs’ outjmid, therefore, degrade
DACs’ performance.

The characterization of DACs’ performance can be divided intac saati dynamic

properties [10][11]. The static properties are DACs’ performah&&Caand low frequencies.
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These properties are determined by settled DAC output analog ealdexfected by static
errors like settling errors and finite output resistance. Sirtagc sproperties are the
description of the settled values, they do not describe DACs’ behawioge transient region.
They are usually too optimistic for the DACs’ measurement, edpeat high frequency
ranges, but they set the best performance that a DAC can achirevetatic errors can be
measured by differential nonliniearity error (DNL), integral noadirity error (INL) in time
domain, and Spurious-free-dynamic range (SFDR) (at low frequemntigsfjuency domain.
Dynamic properties present the signal-dependent transition betweestates. So, they are
affected by not only the static properties but also the succesgivue codes. In the time
domain, DACs’ behavior is measured by the settling time, slewliighgs, and time skew,
etc. In the frequency domain, DACs’ performance can be measure8lfy, Signal-to-
noise ratio (SNR), total harmonic distortion (THD), etc.

Linearity is often an important aspect considered in the curreetist) DACs design.
The linearity is affected by both the static nonlinear errorsdgndmic nonlinear errors [2].

In the following, the major errors are briefly reviewed.

2.3.1 Static performances

The static performances of DACs describe the behavior at DOGwofréquencies.
The most common static performances are quantization noise, gainaéiset error, INL,

and DNL. The most important static measurements are INL and DNL[10].

2.3.1.1 Quantization noise

The quantization noise exists in ADC [4]. As for DACSs, they have notmadion
noise since the output signals are well defined as long as thati@s of the DAC is not
lower than the input signal. But even in this case, we can stilbamrthe DAC output with

the “ideal” analog output where the resolution is assumed to be infihitkecdn be shown as
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Fig 2.4. Assuming the input signal is an uniformly increasing rampg tkeno overloading.
In figure 2.4, the dash line is the ideal analog output, and the solit lthe actual output.
The DAC output is assumed to be sampled-and-held, meaning the outputesstshaped.

We also assume the transition region is very short compared with the sampling period.

7/ A Xq (LSB)

Input Input value

Figure 2. 4 Quantization Noise
Then the actual output can be expressed as:
2N

Xo(®) = D Xi()V g Sy (t~KT) ost<2NT (2.1)
k=0

where $(t) is the square pulse function:

) = 1 0<t<T
Srt) = 0 Otherwise
The ideal analog output is:
t N
Xid(t):VLSB'? O<t<2"T

Taking the difference between these two signals will give the noise sig(t#l X
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Xq ()= Xiqg (1) = Xo(t)
The quantization signal Xis limited to +v, /2, the offset of the quantization signal

is Vi sg/2. However, the root-mean-square (rms) of the noise signal is given by:

T 2

1 V V|
X2 (rms) = J'thdt_ Ls8y2 - VisB
5(rms) TO oM (2) 12

V,
So, Xg(rms) = \'i'_; (2.2)

For reasonable high-bit resolution, quantization noise can be regardéiteasoise.
Then, the power spectral density (PSD) of the noise signal wilhtfermly distributed over

the Nyquist rate range. So, the PSD can be expressed as:

VQZ(rms)

S(f)= Vi’ (2.3)
f,12 6.0 '

where { is the sampling frequency of the DAC.

For a given input signal waveform, a formula can be derived to givieetepossible

signal-to-noise ratio (SNR) for a given number bits (N) in an ideal DAC.
The sinusoid signals are the often-used candidate to characterifXAC. So, we

also use a sinusoid signal to derive the SNR. Assuming;ths & sine waveform between 0

an Ve, the ac power of the signal4\2/$%. So the SNR will be:

Vg 1242
SNR= 20|og(“3f—‘/_)= 20I0g(\/§ oN)
Vi (rms) 2 (2.4)
= 602N + 176dB

The SNR increased about 6 dB for each additional bit in the DAC.

2.3.1.2 Offset and gain errors

During quantization noise analysis, it is assumed that no errat iexihe DAC,
which means that the actual value is equal to the ideal value.hBugduality of values is

not true in reality. The output will not be a uniform staircagbefe are errors in the DACs.
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As we can observe Fig. 2.5, the dashed line is the desired output, amdidHae is the
actual output. The two signals will not coincide due to the errors.eftos can be specified
as offset and gain errors [4]. Gain errors can be divided into lerars and nonlinear
errors. The linear errors will scale the DAC analog outputasignagnitude, while the
nonlinear errors will introduce distortion to the output waveform.

Gain and offset errors are extracted from a sampled set itdldigput code and
analog output code. A line can be drawn from the input code and output codeCh) ha
offset error (Bx) is defined to be the output that when the DAC input codepisvhich

should produce zero output[4]. It can be expressed in the units of LSB:

Eott =VL;B |00 (2.5)

Ideal

Gain Error

1/2

114/ -
Offset}

O o0 01 10 11

v

Figure2.5 Offset and gain error

The gain error is defined as the difference between the ideal and actual cunees at t

full-scale value, free of offset error [4]. It can be given as:
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.V

( out | _ Vout
gain — 1.1
VLSB VLSB

E

|o--.o)_ @" -1 (2.6)

The graphical illustration of the gain and offsebes is shown as Fig.2.5.

2.3.1.3 Integral nonlinearity error

INL error is defined as the deviation of the outpbaracteristic of the DAC from a
straight line [4]. A more conservative measure leé tNL is to use to endpoints of the
converter’s transfer response to define the sttdigh. This is equivalent to gain and offset
compensation. An alternative definition is to fithed best-bit straight line such that the mean
squared error is minimized. INL values are defifmdeach digital input code, and, thus, the
INL can be plotted as a function of the input cafi¢he general curve of the endpoints line
or best line is:

y=mx+b

where the m is the gain of the DAC and b is theeiffThen the INL can be given in LSB as:
()= Y0 = (mX() +b)

Viss

(2.7)

2.3.1.4 Differential nonlinearity (DNL) error

In an ideal converter, each analog step size ialdqul LSB. DNL is defined as the
variation in analog step sizes normalized to 1 L&&] it can be presented in the units of

LSB as [4]:

oy = VD=V Vigy (2.8)

Viss

Typically once gain and offset errors have beenorerd an ideal converter has a
differential nonlinearity of 1 for all digital initcodes; therefore, a converter with maximum

DNL of 0.5 LSB has step sizes varying from 0.5 lUSBL.5 LSB. Once again, as in the case
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of INL, DNL values are defined for each digital eod6ometimes the term “DNL” is used for
the maximum magnitude of the DNL values.

The INL and the DNL error can be used to evaluageduality of a DAC. Another
possibility is to specify the maximum INL and DNIras and to design the DAC according

to maximum errors.

2.3.1.5 Output impedance

The output impedance and the parasitic impedandet&iconnections and switches
in the converter will strongly determine the penfi@ance. Any nonideal current source has a
finite output resistance that can be modeled as Z& When the different current sources
are switched to the output, the total output impedds changed. When only static values are
considered, assuming the voltage at output nod¥gsthen the following equations can be

obtained:

{I + (Vad —Vout) 9o =lout R
Vout =lout RL (2.9)

So, the output current through the load is:
__ 9V
1+R gy 1+R_g,

(2.10)

I out

where | is the current source output curreqt,i$ the nominal output current from the DAC,
0=1/R, is the output conductance, & the signal-independent load resistance, andisv
the supply voltage. When,t0, the output current = I. It means all current flows to the
output load. For an input signal &it) the number of switches S that conduct the cturaén
time tis:

s(t) = NS,
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The total output impedance of the DAC is then deiteed by the load resiston i

parallel with S(t) parallel switched on impedance $o the total impedance is:
sin(wt) +1

Jout = 9L + 9o N[ 5

] (2.11)

Figure2. 6 Nonideal output impedance current source

where ¢g=1/R,, g =1/R.. If current for one current source is |, then tb&l output voltage

Vout IS:
N(sin(t) + D)1
29, +0oN(sin(at) +1)

Vour =SM) * 1/ Qoyt =

If the second harmonic is the biggest spur, therrdtio (R) of the coefficients of the
second harmonic to the fundamental signal givesStRBR. Exploit the expression of,)

and the Ris:

Ng,

Rh =
49,

(2.12)
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where R, = e ¥°%/%

So the required output impedance to achieve afg@FDR is:
_ _ NRo, _ Ro
SFDR = -20log(R;,) = 20log(——=) = 20log(—>) — 602(N - 2) 213
4R, R, (2.13)

From the equation, it can be seen that wheddibles, the SFDR will decrease 6 dB.

Increasing the resolution of the DAC for a consiiR, , the SFDR will degrade.

l louts foutz Tou cascoding

2. 2 P
szn g‘ﬂ lo1Toz m—————— \A-

SIS

Omlotfos P1 (1/(:n ryzCp))

Ves 4[ Ma | o
L \regular

\

szp

<
=
<

(a) (b)
Figure2. 7 Current source and the output impedance

(a) regular current source  (b) output impeeédoc regular current source and
cascade current source
When the operation frequency increases, then thasipia capacitance needs to be
considered [8][9][12]. In DAC design, all the cumtecells are usually put together and

separate from the switches and logic gates. Onaraage of this design is that the current
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sources array will be compact; therefore, it wilkroduce less gradient error. Another
advantage is when the switches are put togetheaasag from the current array, switching

noise coupling to the current sources is much reduBut, this also introduces another issue:
larger parasitic capacitance at the current soowgput node due to the long distance
connection to switches and the large current ssuscee used to reduce random errors. A
current cell with switches is shown as Fig. 2.7(a).

Assume the switches jVand M are identical and their intrinsic output impedance
ro1=ro2=ro, the effective output impedance of the tail curreource is 43, and the parasitic
capacitance at node P ig. @, is capacitance look through node P, which is tha sf the
capacitance from M1, M2, M3, and the bus connectidre dontrol voltage My, and Vawn
turn high or low to switch the current | to eithdr or M. When one switch is ON, for

example M1, the output impedance look from outpuaireaind:

1
lout =9m™ Fo1 ™ (No3 //—SCp)

l'o3 (2.14)

O T o
1+r03* $p

where g, is the transconductance of transistardv M.

The solid line in Fig. 2.7(b) is the plot of the pegdance looking into the drain of
switch My from the output node. The equation (2.14) indgatepole at 1/(Cp,) exists in
the output impedance. This pole will lower the amtpnpedance value when the operation
frequency is higher than the pole. From the eqog0l3), a smallerg; will result in SFDR
degradation. Considering the parasitic capacitah@atput node, there is another pole in the
effective output from output node. But since thidepis far away from the original point, we

neglect it here.
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From equation (2.14), it can be seen that the isaletermined by the interconnection
capacitance g£and current source output impedangze$ome layout skills can be applied to
optimize G,. However, this merely shifts the pole to the riglite and has no effect on the
magnitude of the effective output resistance. Sdemgn-level solutions can be adopted to
increase the output impedance value. Usually, tais be done by cascoding another
transistor on top of either the switching trangisbo the current source transistor. If an
identical transistor is cacoded on the top of dwiitg transistor, and only the capacitgy i€
of consideration, the effective output impedanakilog from output node into the drain of

cascoding transistor is:

1
Fout = gmz* I‘012 * (Vo3 ”g)
p

2,  Te3 (2.15)

— 24
m O TtrgrsC,

It is about gro1 larger than the original one. This is plotted las $lash line in Fig.
2.7(b). From the plot, it can be clearly noticedtttihe output impedance is much improved at
both low frequency and high frequency. Another atiege of this kind of cascode stage is
that it can alleviate the feed-through from thetoarsignal. However, it requires two extra
transistors for each current source, which wilr@ase the silicon area. For cascode structure,
it consumes one overdrive voltage and, therefaretd the operation output voltage swing.

Another cascode scheme is to put the cascadingigtan on the top of the current
source. The output impedance can be improygg fpr this kind of structure wheredgs the
transconductance of the current source. With tlezease of the current source output
impedance, the distortion at the DAC output camdakeiced due to significant alleviation of

voltage variation at node P. As discussion in dviftg transistor cascode, the current source
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cascode also needs an extra transistor. It alsediagye-headroom consumption, which will

limit the usage of this approach, especially at pmwer supply voltage design.

2.3.1.6 Current sources mismatch

One of the important static error sources in DA€surrent source mismatch. The

mismatch errors of the array can be distinguishearandom errors and gradient errors.

a. Random errors

Random mismatches are determined by the matchiogepres of the technology
used. The random variations of devices are assumdie uncorrelated and follow the
Gaussian distribution [2].

According to Pelgrom’s model[13], for two transist@t the same die and closed to
each other, the mismatch-caused variation can jpessed as:

o(AV,) = %

A
a(0B1 B) =ﬁ (2.16)

where Vt is the threshold voltaggjs the current factor, W and L are the width amgth of
the transistor gate.
So, the variation for a single transistor can heressed as [13]:

2 2
gl 1) =a?(0B1 B) + 40" (Bvr) _ 1 (A 2+L) 2.17
Ve -Vr)Z WL 7 (Vg -vp)? (17)

where Agzand Asr are the technology constants and the overdriveagelis \és-Vr. From
the expression, it can be seen that the curreimtiar is inversely proportional to the gate
area of the transistor. So, in order to reduceaandrrors, either the overdrive voltage or the

gate area needs to be increased. Since W.L are eormmboth terms, increasing the active
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area of each unit current source in the DAC arsathe most effective method for a given

process technology and for architectures.

b. Gradient errors

Gradient errors can be divided into two categoriesear and quadratic. Linear
gradient errors may be caused by the spread ohdamd oxide thickness over the wafer or
voltage drop along the power line. On the otherdhgunadratic gradient errors may be caused
by temperature and die stress [2]. The overall igraderror distribution is the
superimposition of these error components. FrorgrBel’'s model (2.17), it can be seen that
for each extra bit of resolution, in order to obhtéhie same INL and yield, the active area of
the unary array has to be increased by a factéowf Therefore, for large-bit N, the array
area has to be dramatically large to suppressatiom errors. However, this large area will
cause significant gradient errors due to the loisgadce between current sources. Matrix
configurations are often used, with a square magsgecially preferred. But, even with
compact layout, the distances between current esue still large.

To compensate for symmetrical and graded erromsgigpswitching schemes are
implied to implement the current sources [14].Ha tesign, current source of the unary array
is divided into four current sources. In each gaatra current source is placed based on a
centroid scheme. Dummy rows and columns can bedad&void edge effects.

The linear gradient error can be expressed as [2]:
£/(Xy) =9, co¥x+g, sinfy (2.18)

where0 is the angle of the linear gradient &hd [0,360] while g represents the slope of the
gradient, and (x,y) is the current sources location

The quadratic gradient error can be expressed as:

£q(xY) =0q(x* +y%) —ag (2.19)
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where g and g are technological parameters, and (X,y) is theeotiisources location. In this
model, the DAC is assumed to be located at theec@fithe die, and the quadratic gradient
in both the x and y directions are assumed to thepandent and equal.

In practice, the errors in a die are the supenoosivf both the linear gradient error

and the quadratic gradient error. So, the joirgrercan be expressed as:
E(XY)=€,(Xy) +&q(XY) (2.20)

2.3.2 Dynamic performance

There are several parameters that affect the dynpenformance of DACs [10][11]:

e  Settling or conversion time

* Slewtime

*  Glitch energy

* Crosstalk

e Timing skew

DACs’ output looks like a staircase with unsettteghsitions. These parameters are
best observed with high bandwidth instruments. Hipeed DACs are usually observed with
a high-bandwidth oscilloscope on transition fromrmuos full scale to plus full scale and rarely
measured in production. Rise time is usually measat 10%~90% or 20%~80%. Settling
time is typically described to within 0.5 LSB. Thétch energy is an integral voltage-time
product of the area outside of a 0.5 LSB error banghits of psV.

The influence of the dynamic nonlinearities on thstortion performance of DACs
can be described by using measures in both the dimdethe frequency domain. The most

important time and frequency domain specificatiolh lve discussed in the following.
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2.3.2.1 Settling time

Settling time of a DAC is defined as the time regdifor the output to experience a
full scale transition and to be settled within @@fied error band around its final value [4].
Settling time is affected by the slew rate of ampati current source and by the amount of
output ringing and signal overshoot. With increasgout frequency, the clock period is
shorter, which may cause insufficient settling tiniberefore, the final output may reach an

inaccurate value and introduce nonlinearities.

2.3.2.2 Glitch energy

Glitch energy is defined as the area under two emuts/e output codes [11]. This
error is mainly caused by timing errors within tBAC and result in a deterioration of the

dynamic performance.

Output behavior

Clock feedthrough

Vout

Ideal response

U
) Settling time >

Figure2. 8 The DAC dynamic specification
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Glitches occur when switching time instants of ehint bits in a DAC are
unmatched. This can depend on matching errors ittlssg and driver circuits, time skew
between switching signals, voltage-dependent CMOIliclses, etc. For a short period of
time, a false code could appear at the output.

Fig.2.8 is an illustration of typical glitch behaviat the DAC output. The dotted line
indicates the ideal transfer and the solid lineabwial behavior. The glitch is modeled as a
pulse as dash in the figure. This pulse has aniamdelof Ay and a time-duration I The

glitch energy during the time interva} 1§ given by:
E, = AT, (2.21)

2.3.2.3 Slew rate

Another phenomenon that can cause nonlinear dmtag slew rate, which is due to
an output signal that is too large or the changmtpo fast. Slew rate is defined as the
maximal rate at which the output of the DAC canngwwith the varying input [15]. The
origin of slew rate is current-source output litiga. If output of the current source is | and
the capacitance at the output node s tBe maximum rate of charging or discharging the
capacitor is I1/G. When there is a sharp changing at the input atiteioutput changing is
larger than I/G, the output will change at rate J/Crhat means the output fails to follow the

input changing. Therefore, distortion is causeth&system.

2.3.2.4 Clock feedthrough

Clock feedthrough is also an important parameteraCs’ dynamic performance
[28]. The cause of feedthrough is parasitic capacitoupling. For a switch implemented
with MOS transistor, there is a parasitic capacia@g between the digital switching signal

and the analog output node. Due to the Miller efféus capacitance is quite large, and,
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therefore, the clock, used as switching signall affiect the analog output, which is very
sensitive to noise. This effect can occur at bating and falling edges of the switching
signal [4]. Clock feedthrough is a broad term fay &eedthrough from digital data lines or
any clock to the DAC output. The effect of the shihg of the clock can be directly seen at
the output of the DAC. Actually, the clock feedthgh does not introduce any other noise or
distortion in the Nyquist base band region becanfsés code independence. The noise
introduced by the clock feedthrough can be remdwegust putting a low-pass filter at the
output of the DAC. Since the clock feedthroughakted to parasitic capacitance, another
way to minimize the clock feedthrough is to redtice transistor size. However, this will

increase the settling time, resulting in a degiadatf performance.

2.3.2.5 Timing skew

One of the biggest causes of dynamic distortiotument-steering DACs is error in

X4 X3 X2 X1 Ideal output

ORORORS

ctual output

Error

Figure2.9 Timeskew of DACs

www.manaraa.com



27

transition instant [9]. When input codes do nottslwiexactly at the sampling point then a
glitch will occur. This can be illustrated as F&J9. Suppose there are four current sources,
X1, X2, X3, X4, that need to be switched. At first, the X1 swashhe unit current, then X2
switches the unit current several ps later, thenaX@ X4. Hence, an error waveform will be

created. This error signal includes both pulse @og# and width modulation

2.4 Approaches of nonlinearities compensation

Many approaches were presented in the literaturstédic nonlinearities and dynamic
nonlinearities compensation. Among these approadwse are from the point of layout,
others are from the point of circuit design, antha@ing approaches use calibration. The

following is a brief introduction of these approash

2.4.1 Switching schemes

Different switching schemes are used to minimizedean and gradient errors. For
thermometer array architecture, a thermometer adadsdused to transfer binary digital word
to a decimal value. In order to achieve a high dpgas typical to implement this strategy
with a row-column decoder.

For this commonly used decoder scheme, the sgmadient are averaged into x and
y in two directions. The whole decoder optimizatierachieved by optimizing the row and
column selection separately. So, the two dimerssitan be reduced into one dimension.
Three different switching schemes using this dectd®e been presented in the literature:
symmetrical switching scheme [17], hierarchical myetrical switching scheme and?Q

random walk [14].
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For the symmetrical switching scheme, graded erawes cancelled at every two
increments of the digital inputs, but symmetricabes will accumulate with increased input
codes.

To solve this problem, the hierarchical symmetrgaitching scheme is proposed. It
is similar to the symmetrical scheme. The diffeeen€ that for hierarchical symmetrical
switching scheme, if the sequence is divided irdor fquarters, there are two kinds of
switching sequences: type A and type B. For typeukrent sources in quarter two and one
are turned on first, then three and four. For e tB, current sources in quarter two and
three are turned on first, then one and four. Imeleting the switching scheme by
interweaving type A and type B, the symmetric Imgeadient errors are cancelled for every
two current source turned on, and the graded emcecsmulate then cancel for every four
current source turned on. Therefore, it is bestnf@dement the decoder with the hierarchical,
symmetrical switching scheme type A since it doesatcumulate symmetrical errors and
has a small INL error.

For one dimensional gradient error compensatianydlv-column switching schemes
are good. But, they are inherently insufficient ftwo-dimensional gradient error
compensation. In this case, a two-step hierarctseaiching scheme called “Qrandom
walk” switching scheme [14] was presented to corspsn for gradient errors. In this
approach, for a given N bits DAC, the current nxatsi divided into i region, and each
region contains "¥ cells. Two steps are used to compensate for erfirst, an optimal
switching sequence is used to choose the regionrtgensate for quadratic errors. Then, an
optimal switching sequence is used to choose tf®ine2ach region to compensate for linear
errors. A quite good result can be achieved bygusirs approach at the penalty of complex

routing.
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2.4.2 Circuit techniques

The switching sequences can reduce random andegtaglirors to a certain degree,
but for other nonlinearities, like time skew andajles, it cannot handle them efficiently. So,
some other approaches must to be applied to ddhl tivese errors. Some circuit level

techniques will be reviewed in the following seatio

2.4.2.1 Synchronization block

For the differential control signal, when switche® turned on/off, if the crossing
point of the switch control signals are situatedatly at (\bptVsg)/2, then a time interval
exists where the overlap voltage at the drain efdiwrent source is above the average value.
This will generate a glitch and cause distortiortha output of the DAC and degrade the
dynamic performance. A synchronization block canused immediately in front of the

switch transistors to solve this problem.

2.4.2.2 Cascode stage

As mentioned before, output impedance will affecthbthe static and dynamic
performance of DACs. The relationship between thigut impedance RRand the specified

INL is given as [16]:

| i RN?

INL =t 2.22
2 (2.22)

where R is the load resistor,; is the LSB current, and N is the total numberhaf tinit
current sources. From the expression, it can he thee for a given DAC, in order to achieve
a specified INL, the output impedance $hould be larger than a required value.

Assuming the input is a sinusoid input and the mapur is from the " harmonic,

then the relationship between the output imped&3@nd the SFDR is:

www.manaraa.com



30

_ N[R_[SFDR

R 4

In order to achieve a high SFDR, the output impeddras to be sufficiently large. A
cascode transistor can be added to the top oftalsmg transistor or to the top of the current
source to increase the output impedance.

But with the transistor feature scaled down, thppduvoltage becomes low. It is
difficult to implement the circuit with a cascod&usture. Moreover, the stacking of the
cascode stage reduces the effective voltage headoball the transistors in the current cell.
It also reduces the effective gate-source voltagfeshe current sources. The reduction

severely deteriorates the matching and noise imiyiohihe current sources.

2.5 Conventional calibration approaches

From the previous discussion, we know that stattt dynamic errors inevitably exist
in DACs and these errors degrade DACs’ performahlrcenedium-accuracy DAC designs,
nominal element matching without trimming or caditton may satisfy the requirement. But,
when higher accuracy is needed, a number of teabaigan be applied to correct transistors’
mismatches [14]. As mentioned before, since thergmre inverse proportional to transistor
area, the most effective method to reduce the ranaddgmatch is to increase the gate area of
the transistors. The current sources area hasiteheEased four times to obtain an additional
bit resolution where complex routing is needed [T3je larger area will result in significant
interconnection parasitic capacitance, which séydmmits the conversion rate and high-
frequency performance and seriously degrades SEDRafrequency.

A good way to solve this problem is through progaibration. During calibration, a
small amount of extra circuit is used to compensatenonlinearities in the main DAC. In
this way, high linearity can be achieved at thegttgrof small area increases. When the total

area becomes smaller for a given specificationgtiadient errors become small. Therefore,
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the requirement for switching scheme and layout banrelaxed. The reduction of the
complex will result in smaller parasitic of the giion and interconnection. The smaller
parasitic capacitance will introduce small nonliézs and short settling time.

Some conventional calibration approaches have pessented in the literature [14]
[17]-[31]. All analog calibration techniques likeyrthmic element matching or current
copying have been implemented to achieve aboutitl@watching for bipolar and CMOS
current source elements [31].

Groeneveld [27] proposed a widely-used backgroualibration scheme. In the
approach, every individual current source in the MRy and the total current of the LSB
array are calibrated to equal to reference curermtummy current source is included in the
LSB array to make the total current output is eqo@dSB unit current.

This calibration can be used to overcome the sttiors in the current sources.
However, it may not handle the errors during openatike clock feedthrough. Another issue
that should be paid attention is the spurs dudmgswitching on and off of current sources
during calibration.

The previous calibration is the analog signal catibn; another choice is to do
digital calibration. In the digital approach, esoare digitized using a slow but accurate
analog-to-digital converter (ADC) and stored iregister or RAMs. During conversion, these
error messages are read out to either adjust thldinputs or drive a calibration DAC to
correct the analog output. In this approach, thenmo need to refresh the calibration often
since the error codes are stored in static RAMs. Manthods can be used to implement
digital calibration. As a sample, Yonghua's apptof?] is shown as Fig.2.10. Since most of
the errors come from the MSB part, the calibrat®romly applied to the MSB array. The

principle of the calibration is to first set alettMSBs of the DAC to “0” and LSBs to “1”.
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LSB arrary

LSB ?5{[}

MSB arrary

MSB

Figure 2. 10 Digital calibration

The overall LSB array outputs, including the dumowrent source, are switched to the
output and measured by slow but highly accurate A& the result is saved and denoted as
D.sg. The following is the MSB array calibration whileet LSB array is all set to “0.” The
MSB inputs are increased by 1 in each calibratiarlecylhen, the output increases bygg)
Deviation exists due to the existence of erroh@éDAC. The deviation is regarded as error
information and denoted as e(k) for word k and gilog:

e(k)=D(k)-kD g (@L<sk<2W™ -1

where NM is the bits number in MSB array.
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The coded error is stored in the RAM as word k. &trer of each MSB code can be
measured and stored in RAM in the same way.

In the conversion mode, the digital inputs drive thain DAC array; meanwhile, the
MSB inputs address the according word of RAM and @#tdhe error code. The error code
then drives the calibration of the DAC (CALDAC). dICALDAC will generate a correction
current and is summed to the main DAC output twidethe overall output current.

Because the calibration is applied to the settlatlie; and the value is mainly
determined by the static current mismatch, thig@ggh can significantly improve the SFDR
at low frequency. For high frequency input signéihee improvement of SFDR calibration
decreases. This is because the dynamic nonliresardominate the static errors, and,

therefore, the benefit of calibration becomes &gsificant.
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CHAPTER 3. NEW CALIBRATION SCHEME

Many calibration approaches [2], [14], [24] have beeported in the literature for
improving DACs’ performance, focusing mainly on wethg the static nonlinearity. In higher
frequency ranges, however, the final output mayfualty settle due to insufficient settling
time, which will deteriorate the DAC’s dynamic paminance. Little has been presented to
lower the dynamic nonlinearities, such as [25]. 8omodest improvements in high
frequency SFDR have been reported with return-to-s&ructures (RTZ) at the expense of

sacrificing half of the signal power.

Dynamic cal

SFDR

Before cal

v

Input Freq. f

Figure3.1 Calibration goal

The goal of the current steering DAC calibratiortasmprove the DAC’s dynamic
performance at high frequency without concern févatvcauses the error performance. A

novel dynamic DAC nonlinearity calibration approashproposed that can improve high
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frequency SFDR without attenuation of the outpugnal power by compensating for
dynamic errors at the output with extra pulses. bhasic idea of this approach and the

technique to obtain the error pattern is introducetthis chapter.

3.1 Time domain analysis

In DACs, both static and dynamic nonlinearitiessexiuring transition The influence
of nonlinearities on the performance distortionD#Cs can be described in both time and

frequency domain.

Underdamping

'

Overdamping

.

Figure3.2 Different output waveforms of step response

The output of a DAC with linear transfer charactes, normalized by the size of the
transition, is depicted in Fig. 3.2 for under-dachped over-damped settling. Although these
outputs differ considerably from ideal steps at kading edge of the transitions, if the
magnitude changing is linear related to the inpgha and even though their shapes are

different, the differences do not create any sigaift harmonics in the output waveform.
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Figure 3.3 DAC output nonlinearities

(a) time domain (b) frequency domain

In a real DAC, the settling is not perfectly lineamd the value to which the DAC
settles may be incorrect. These nonidealities dmre to both static and dynamic
nonlinearity, thus causing distortion in the outp8tatic nonlinearities are dominantly
attributable to nonlinear settling artifacts in thaput, such as insufficient settling time.

The static errors are the major nonlinear causanafrequency [9], e.g. the deviation
of the final settled value. Other causes like tgngkew, slewing, and glitches shown as Fig
3.3(a) can also bring both static and dynamic meliities to DAC output. Fig.3.3(b) is the
distortions expressed at frequency domain. Theimeealities introduce harmonics, therefore

degrading the SFDR.
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e, Settled error
7 T' " Actual output
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Figure3.4 Dynamicerror models

Dynamic properties are given by the transitiebween two consecutive states. The
dynamic error model can be shown as Fig. 3.4. Wtierelash line is the ideal DAC output,
the solid line is the actual DAC output waveformreality, the DAC suffers from both static
and dynamic nonlinearities. At high frequency, dyaamic nonlinearities are dominant. The

dynamic error can be divided into dynamic settledrs and dynamic glitch errors. Both are
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frequency dependent, and most of these dynamicseaccur at the start of the transition
period. As the input signal frequency or the clagikdate rate increase, the dynamic
nonlinearities components become larger. As a teshé linearity degrades and the
magnitude of SFDR decreases. In order to improeeIRDR of DACs, the effects of the

dynamic nonlinearities must be reduced.

3.2 DAC dynamic calibration scheme

Analog waveform x(t) is first sampled and quantizeh a sequence X(n) before it
works as an input signal to the DAC. However, tbgat waveform of the DAC X(t) is not
linearly related to the input sequence X(n) duthtoexistence of the nonlinearity. The DAC

produces an output consisting of a desired outpweform and an error waveform.

X(n) X(n)+E(n)
—® Error Sources

Ideal DAC Ke(D+ED) >

A 4

Figure3.5 DAC model

So the realistic DAC can be modeled as an ideal D& error sources as in Fig.
3.6. And, the output waveform can be expressed as:

Xout (t) = Xp (1) + E(t) (3.1)
where X.(t) is the actual output waveform,pi) is the desired output waveform
corresponding to X(n), and E(t) is the error wavefo

The purpose of DAC calibration is to minimize oimehate the E(t) so that a nearly
ideal output can be achieved. The basic idea tstidiang current-steering DAC for example,

for any arbitrary input waveform flowing to the mabAC, a small amount of current is
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generated by a calibration DAC and added to thenr@eiC output current, so as to get a
distortion-free output.

Fig. 3.7 is a brief calibration model. Where an iaddal calibration DAC
(CALDAC) is used to generate a waveform and adthéomain DAC output to compensate
the nonlinearities error E(t). Actually, for eaclangple sequence X(n), there is a
corresponding error E(n). The E(t) may contain matiner frequency components of energy,
but those do not appear in the input sequence d{a)to the distortions in the circuits. The

major work of this thesis is to minimize these alisbns, especially at high frequency.

______________________________________________________

X(t)+E(t) X(t)

Figure3.6 DAC calibration model

3.3 Calibration conception

Cong [2] improved low- and high-frequency SFDR wiigry low power and small
area. The approach is good at low frequency butSRBR still degrades quickly with
increasing frequency. In addition, Bugeja’s strueti25] improved dynamic linearity at high
frequency by using an “attenuate and track” apgroBat, this improvement is at the price of

a factor of 2 in the signal power. The main reasitine improvement of dynamic linearity in
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Bugeja’s approach is the suppression of the promtecdependence. So, measures can be

adopted to improve the dynamic linearity withowgdf signal power.

Ideal Ideal

| {\ I — —

Actual L 1 D Actual
I \]—

<

Cal. DAij ! JT§|2 a
A
AL At
(a)
Ideal

Actual N
Current Array

Cal. DAC T /

\

4 ) <no [ €n2 ‘
€n
(b)

Figure3.7 MSB calibration conceptual illustration
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Since dynamic errors come from dynamic settledreramd dynamic glitch errors, a
pulses array can be applied to compensate for #reses. For the dynamic settled error, the
error is the deviation between the desired settédge and the actual settled value. Assuming
the clock period is dk, and the mean offset between the settled valu¢hendesired value is
-Al, then an amount of current pulse with width Bnd heightAl can be added to the main
DAC output to compensate the dynamic settling erAs for dynamic glitch errors, the
majority of them are located in the early periodtled transition region, and their width is
relatively narrow compared to the clock periag 5o an array of narrow pulses can be used
to compensate the nonlinearities in this regiost dne narrow pulse with width, TS used in
this thesis for simplicity.

Fig. 3.5 is a conceptual illustration of the dynamiitch calibration. Because of the
nonlinearity, glitches exist during the transitiperiod. If a waveform that is a vertical flip of
the glitch can be generated and added to the outaueform at each transition period, the
glitches can be canceled perfectly. But it is hardenerate such an analog waveform, so a
digital pulse is used to compensate the glitch. Witth and the magnitude of the pulse can
be set ad\t ande respectively. A pulse array with the safitebut different magnitudes;;
(1I=0,1,2,...,k) as shown in Fig.3.5(b) can be adogdtadeach step response to achieve a
precise calibration. Each pulse i&\tadelay relative to the previous one. For simpficjtist
one pulse is used to compensate for the glitclevery MSB code changing in this thess.
the magnitude of the pulse, is related to the diffee between Xand X,.;. For each step
height, there is a correspondiagalue to compensate the glitch. So a look-up-table be
used to save the calibration pulse magnitude valAigsr the calibration, nonlinearity can be
reduced and SFDR can be improved. The same meohaais be applied to the dynamic

settling error calibration but with the pulse widity; as wide as the clock periodyl
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3.4 Determine signal error E

The error of the converter as shown in the DAC rhadehe above section is a
nonlinear function of the input sequence. The erierat the output of the DAC can be
expressed as

E=1(Xg, X1, Xpes Xyoee7) (3.2)
where X, Xy, ... and X1, Xp, ... is the input sequence. For most DACs, the dutpor is
primarily attributed by the current input code a&hd previous input code, i.e. for an input
code of X, the error will be given by E=f (% , X,). The error can be divided into two
categories: one occurs during the transition regadnch can be called a dynamic glitch error
caused by the nonlinearities during this regiorg #re other is the dynamic settling error
attributed to the variation of the DAC output sadtivalue compared to the desired one. A
single tone sequence is used as a DAC input signallow Discrete Fourier Transform
(DFT) analysis. The error is obtained by measuting distortion in the DAC output
spectrum through DFT. These distortion terms aem thsed to get the time domain error
waveform through Inverse Discrete Fourier Transfi®FT). In order to calibrate the
output waveform, the error values must be knownefggry pair of current input code and
previous code (¥ Xn.1). The CALDAC will judge the current and previougut code and
generate the required calibration current or veltagthe main DAC output according to the
error value related to X Xn-1). S0, an error look-up table is needed to stoeeettnor value
with x axis X, and y axis X.i. After the calibration, the nonlinearities willdece and the
SFDR will improve.

A diagram which demonstrates the procedure of ex@the error look-up table for
single input frequency is shown in Fig. 3.8. Fiessingle tone sinusoid waveform is sampled

and quantized to work as the initial input sequetoacéhe main DAC. Assume, during the
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simulation interval, that the input signal perioghmber is M, the clock period number is K

and frequency isik. Then, the input signal frequengy fs:
M

fig =7 feik (3.3)
where M and K should be coprime. For each clockogeset the sampled number to L, then
the total length of the sequence, N, will ke kK xL. The pattern source cycles through the
samples, repeating the sequence evenyN#écond, and the DAC translates these samples
into an analog signal. These analog signals uscaliyain power at frequencies not present
in the input sequence X(N), and the distortion pogan be measured from the spectrum to
determine the error waveform used for calibratater. The DAC output datas(N,t), with
information of input code and analog output, isaxgd to a Matlab algorithm program. In
this program, FFT is first done tosiN,t) to obtain the spectral characteristic in treqcy
domain. The sequence, X(N), that is driving the DA@ single-tone signal. So, it has a DFT

representation as:

N-1
_E i2rrkn/ N
X(n)= Xy e 4B.

k=0

The frequency componeng :
N-1

1 _
n=0

The spectrum of X(N) has N distinct bins for thgusence.

The value of X represents the phase and magnitude of each spmecbmponent. For
an ideal DAC, only the fundamental signal composdg=fa*M/N and its reflected pair
contain energy. As for the practical DAC measuremeany energy appearing in other

components will be regarded as error energy.

www.manaraa.com



44

The frequency domain outputsi)XN,f) after DFT will contain both the fundamental
frequency component power and the distortions poWee aim is to exact error information

used for calibration, so the fundamental frequesmyponent pairs need to be removed.

Sin(2rfqt)
i cadence

X(N, 1)

DFT

A 4

X(N,f)

Removing §

E(I\‘I,f)

IDFT

E(N,1)
Averaging E(N,t) over J

Eintch(N ,t)
Relate to X and X,;

A 4

Egiitcn(Xn, Xaitr)

Figure 3.8 Dynamic glitch error value exaction procedure
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After the removal, the left signal should be purgtattion power, E(N,f). Actually,
the most significant power components are the fiesteral harmonics. So the effect of the
noise floor is negligible. IDFT is done to E(Ntf) get the time domain error sequence
related to input sequence X(N). As discussed irptiegious section, there are two categories
dynamic error: dynamic glitch error occurring dgrithe transition region and dynamic
settling error attributed to the variation of thé&® output settled value compared to the
desired one. Compared to the dynamic settling eth@ dynamic glitch error interval is
much shorter. Therefore, a narrow pulse is usezbiopensate for the dynamic glitch error
and a pulse as wide as the clock period is usedripensate for the dynamic settling error.
Assuming the error compensation pulses afigntn, Xqirr) With pulse width J for dynamic
glitch error and EwdXn, Xqirf) With pulse width Tk for dynamic settling error respectively,
the magnitude of the pulse height qfii&a(Xn, Xair) iS obtained by time averaging the error
values in the region ofgffor each transition. Wheregi =X,-Xn.1, the step jumping between
two consecutive input codes is obtained from X(NEtcn(Xn, Xairr) iS @ function of xand
Xqiff, SO @ 3-dimension table can be built to storectmpensation error magnitude values
related to x and X for each input frequency. The dynamic settlin@eBE;eqd Xn, Xqif) can
be obtained in a similar fashion where the avegagirthe error values is carried out over the
whole clock period for each transition.

As for a realistic DAC calibration, the look-up-tatshould be used to calibrate any
input frequency signal after it is built. To constr the full-scale error look-up table, the
DAC input signals are structured so that the DA@»sited over the entire DAC Nyquist
bandwidth with significant distortion terms withthe observation band to get small error
look-up tables for every input frequency. A bigll-scale look-up table can be built by

combining the small error look-up tables together.
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To implement the combination, there is a technisalie: how to deal with the

overlapping values for the same,(Xit)?

o

. A Voda . 1] voan
__________________ 1 R GEmweaaaaaaaaaaaaaal R
XN=4
EI1§II§ I§ I§> I§> l?h §|1§>|§> I§ I§ I? I§I7§>
§||||1||V06‘?‘§||||1||VO6b
""" P — f v —— f
XN=6
(@) ®)

Figure3.9 Dynamicerrorsillustration for a3 bitscurrent steering DAC

The assumption of this approach is that the eook-up table is mainly the current
input code and the difference of the current areVipus codes dependent. It means for an

input code of X, the error will be given by E=f (X Xqitt), and E is frequency independent or
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nearly independent. This is easy to understandusecao matter what frequency it is, take
thermometer current-steering DAC for example, thipuot current is obtained from certain
current sources. For the same current input cadexample, X, the current sources that are
used to generate the required current should besahee. Thus, no matter what the input
signal frequency, if the jumpingg¥ is equal, the current used to calibrate the nealiity
should be the same or very close for the same X

An example of 3-bit current steering DAC is showrFig. 3.9. The DAC consists of
seven identical current sources 11~17, wher¥... =I,=I. For input code K, there will be
k current sources+ly turned on, the output voltagethen is k*I*R + K , where E is the
output error compared to ideal output. In casetf®®,input code sequence is»>2—6. SO
the number of closed current sources for each $$age4 and 6, and the output voltages are
Vo2, Voaa, and Vhea respectively, where ¢=Vosst2*i*R+E(4,2). For case (b), the input code
sequence is: #4—6, the output voltage values areqzV Vos, and Vg, Where
Vost=Voart2*I*R+E(4,2). Vosa may not equal ¥, since Vs and Voap may not be equal. But
the difference betweengy, and Voza and between 34, and Vpap are both E(4,2). So, the error
for the transition from 4>6 will be reduce or eliminate if E(4,2) is competesifor from the
actual DAC output. Therefore, dynamic linearity moypement will be achieved after

calibration.

3.5 Current-steering DAC calibration scheme

The current-steering DAC model contains additiva&tistand dynamic errord.he
major static error sources are due to mismatchdmrveurrent sources and their finite output
impedance. The current source mismatch is maundytd the random variations that can be

attributed to local random variations and gradiefiects [2]. The output current of the
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current sources may vary with the output voltageabsee the output impedance of the current
sources is not infinite. These error sources cagsurately settled values for DAC outputs.
Moreover, the slewing rate limit, insufficient settj time, glitches etc. also introduce
nonlinearity to the circuit. Both static and dynammonlinearities contribute to undesired
harmonics in the output.

For static errors, which are main contributorsracicurate output settled values, are
regarded as only a function of input codg. Xhey can be calibrated efficiently by Cong’s

approach. In this thesis, the main DAC is aftetistror calibration.

A4

I I
n +n Static Error out dac
Calibrated DAC

Dynamic Calibration DAC

» Dynamic DSE i
- Settling Error CALDAC :

A

A 4

_i n Look-up table

n,
I
L | Dynamic DGE ®
Glitch Error » CALDAC
Look-up table

.
ooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

Figure3.10 DAC calibration scheme

Fig. 3.10 shows the architecture of a DAC withdymamic calibration. It consists of
a static-error-calibrated DAC as used by Cong in &Dynamic Calibration DAC, and a

delay block. The Dynamic Calibration DAC block isided into dynamic settling block and

www.manaraa.com



49

dynamic glitch block. The dynamic settling blockludes a Dynamic Settling Error (DSE)
look-up table and a Dynamic Settling Error CalilmatDAC (DSE CALDAC), the dynamic
glitch block includes a Dynamic Glitch Error (DGEok-up table and a Dynamic Glitch
Error Calibration DAC (DGE CALDAC) block. The deldjock is used to get the previous
code, X.1, for dynamic calibration. Based on,>and X, the dynamic glitch error can be
obtained from DGE and the current pulsgswill be generated from DGE CALDAC.
Similarly, Iys for dynamic settling error compensation will bengeated. These pulses will be
then added to the original static-calibrated DAGpati to obtain the desired DAC output.
The raw DAC is segmented into a most significarit (MSB) part (n-bit) and a least
significant bit (LSB) part (nibit). The thermometer decoding is used in the M3& fo

reduce the output glitches. The LSB part is impletaé with a binary structure.
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CHAPTER 4. SIMULATION RESULTS AND DISCUSSION

In this section, we will present work on behaviarde and circuit implementations of
current-steering DACs. Throughout the discussiorthie previous chapter, we identified
current-steering DACs as a suitable candidate fagh-Bpeed and high-resolution
communication applications. This architecture doesneed any output buffer compared to
switched-capacitor DACs. It will, however, beconengtive to finite output impedance.
Furthermore, current-steering DACs can be impleswntith MOS-only components and
still reach rather high accuracy. Resistor-strindRe2R ladders are also very fast, but they
require high-accuracy, on-chip resistors. We foousthe pure current-steering versions
where a number of weighted current sources aretosiedm the conversion function.

Chapter 3 outlined the dynamic errors in DACs armtaredure to determine input-
code-dependent harmonic errors in a DAC. To furéhvaluate the validity of this approach,
we present the results from implementation of éit5AHDL behavioral-mode, current-
steering DAC and a 12-bit transistor-level, currsteiering DAC in section 4.1 and 4.2
respectively. We show design tradeoffs and ideafidav to implement the required circuit
elements and calibration procedure. Simulationlte$tom the two DACs are also presented
and discussed in this chapter. Output spectrumS#HIR improvement from single-input
frequency error look-up tables and full-scale etomk-up tables are also shown. We have
found that DACs’ dynamic performance can be draradyi improved through this novel
approach. Furthermore, results show that SFDR ivgmnent is mainly from the dynamic

glitch calibration after free-of-transistors misetang.

www.manaraa.com



51

4.1 15-bit current-steering DAC behavior mode prototype

4.1.1 DAC calibration scheme

A 15-bit DAC was built to verify the validity of thapproach. Fig. 4.1 is the whole-
circuits, top-level illustration of the test setupconsists of an ideal 15-bit analog-to-digital
converter, binary-to-thermometer decoder, buffed a 15-bit raw DAC where the ADC
implemented in AHDL code is used to generate tpetiicodes to the DAC. As in discussion
in chapter 2, segmentation is applied to currezgrgtg DAC to obtain quite good linearity at
reasonable area. The raw DAC is segmented intobd Biary LSB section and 7-bit
thermometer MSB section. Since most of the nonlibearrors come from the MSB part,
only the 3-bit upper MSB current sources array amplemented with transistors level to

reflect the nonlineatrities in the circuit, whileet4-bit low MSB and the 8-bit LSB DAC is a

| Raw DAC l
| |
| |
7 | 7 bits |
» Decoder i > MSB l
| o
ADC | |
|
8 | 8 bits |
Buffer i LSB |
|
| :
! |
! |

Figure4.1 DAC test diagram
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AHDL behavior model. The decoder is used to trandfe ADC 7-bit MSB outputs from

binary code into thermometer codes which servenpstisignals to the raw DAC MSB. A

buffer is inserted between the ADC and the DAC L&iBts to simulate the latency time of

decoder. All the decoder and buffer are also impleted with an AHDL behavior mode.

Rise time and fall time are set in the behavioratleto reflect the real circuits’ propagation

time.
| Raw DAC :
|
|
<0:7> | 8b LSB ! /[\Io
> array } > >
T S

<8:113 | 4bLMSB :
<8:14 » : " array _—‘ I
|
<12:14,> !
" | 3bumsB | | :

X, ! array | AL
L -

Zl
Delay Error

X1 Look-up | Dynamic
™, table CALDAC

Figure4.2 DAC calibration scheme

Fig. 4.2 is illustration of the calibration schenide dynamic calibration is applied

only to the 7-bit MSB part. Among the 7-bit MSB pattie upper 3 bits (UMSB) are

implemented with transistor level while the lowerbids (LMSB) are built with behavior
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mode. A delay block which is also behavior modesed to generate a previous input code
Xn-1 according to the current input codg Xhe error look-up table will judge the current
input code x and previous code,x obtained from delay block then visit the correspogd
cell (X, Xn-1) to read the compensation value E@.1). Then, the E(x X».1) will drive the
calibration DAC “Dynamic CALDAC” to generate a cantAl, which is summed to the raw

DAC output to compensate for the nonlinearities.

4.1.2 Simulation results

The calibration is done for three cases:
a) Dynamic settling error calibration
b) Dynamic glitch error calibration
C) Both dynamic settling and glitch errors calibration

As discussion in chapter 3, the dynamic settlingorercalibration is done by
compensating the nonlinearities using only errovevB.e With unit pulse as wide as the
clock period, while for the dynamic glitch errorlibaation, the unit-pulse width of
compensation error wavegikn iS much narrower than the clock period. In theeca$
calibration for both dynamic settling and glitchrags calibration, both Jawe and Eiich are
used to compensate for nonlinearities.

In order to compensate for the dynamic error, etter to calibrate as many bits as
possible. But, the complexity will increase drarally as the number of calibrated bits
increases. However, the improvement of SFDR mawdieobvious if the calibration bits
number is too small resulting in insufficient infeation in the look-up table. So a tradeoff
exists between the calibration bits. In this thetsie 7-bit MSB (3-bit thermometer transistor
level for upper MSB and 4-bit binary behavior motiel lower MSB) is under calibration.

Current sources with cascode structure are usé&dbih upper MSB to increase the output
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impedance and reduce the current source draingeoitariation. The clock frequencyifis

200MHz. The dynamic glitch compensation pulse width00ps.

The calibration results are shown in Fig. 4.3. Fribv plot, it can be seen that the

SFDR values before and after calibration are cdidew frequency. But, SFDR values after

dynamic calibration remain nearly constant untéd thput signal frequency reaches 11MHz

where the SFDR improvement is about 25dB. Althotlglh SFDR values after dynamic

calibration decrease as the input signal frequencyeases, the improvement is still over

20dB. This results show that the SFDR can be greaproved by this approach.

The SFDR improvement between dynamic glitch cafibnaand both dynamic

calibrations are very close, while the SFDR valoledynamic settling calibration and before

calibration are nearly the same. The results sthatvthe SFDR improvement is mainly from

the dynamic glitch calibration after free-of-tragters mismatching.

110 -
105

SFDRvs Frequency for before and after dynamic

calibration

—&— After dynamic glitch cal —&— Before calibration
—a— After dynamic settling cal ~—— Both glitch and settling

100
95

90 +
85
80 -
75

SFDR (dB)

70

65

R

\.\ N
~a_
\-\.

60

0.1

f (MHz) 100

Figure4.3 SFDR vs. input signal frequency between before and after dynamic

calibration
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4.1.3 Robustness of the calibration approach

The effectiveness of this approach is proved indineulation. But, as a calibration

approach, robustness is also critical. In ordexvi@mluate the robustness of this approach, the

time interval,At, and the delayty, of the pulse used for dynamic glitch compensation

varied to observe the SFDR of the signal after dyoaglitch calibration. The calibration

pulse shapes are also studied to verify the approac

1) SFDR vs. compensation pulse width

The center value of the compensation current pwiséh is set as 0.4ns, the input

signal frequency,ofis about 2MHz. The simulation results are showrim 4.4. When the

width changes £0.1ns(+25%), the SFDR value chamgbout 4dB (4%). It is within the

SFDR (dB)

107

106

105

104

103

102

101

SFDR vs compensation pulse width

/N

0.2

0.3 0.35 0.4 0.45 0.5 0.55
pulse width (ns)

Figure4.4 SFDR vs. compensation pulsewidth
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tolerate range. Because it is not difficult to atljine normalized width within 5%, this result
indicates that the compensation pulse width vamathas little effect on the SFDR

improvement.
2) SFDR vs. compensation pulse delay

In the above calibration, it is assumed that themensation pulse is aligned with the
raw DAC output. But that may not be the case iditiedA time interval between the raw
DAC output and the calibration pulgsty , may exist. This delay will have an impact on the
SFDR. The effect of differenity to SFDR is shown in Fig. 4.5. In the simulatione th
compensation pulse width is 400ps and the inputasi§equency is about 11.3MHz. The

magnitude of SFDR decreases from about 98dB toté¥aB when the delay width is from

SFDR vs Compensation pulse delay after
dynamic calibration
100
:‘\‘\‘\
= 95
T
o
[a]
7
90 ~
85 T T T 1
0 100 200 300 400
td (ps)

Figure4.5 SFDR vs. compensation pulse delay
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0 to 400ps. If the delay can be controlled undd)p20the degradation of the SFDR is less
than about 6%. The requirement of this control a$ difficult, so it is not a significant

concern in the design. Both results of 1) and 2sthat this calibration approach is robust.
3) SFDR vs. shape of compensation pulse

In the calibration process, not only the robustnekshe approach but also the
implementation possibilities must be consideredhin previous calibration, the pulses used
in calibration are rectangle waveforms. In realitys a challenge to get rectangle waveforms
with widths of half a nanosecond. It is much eastegenerate a triangle or near triangle
waveform. If the SFDR improvement using trianglevefarms for compensation can achieve
the same or just below that of rectangle wavefoimsill much relax the realization of the
calibration. Two kinds of triangle waveforms (a)afb), as shown in Fig. 4.6, are used to
replace the rectangle waveform where the heighbismalized to the height of the rectangle
waveform. The SFDR improvement for different congaion pulse shapes is shown in Fig.
4.7. The results show that the SFDR curves aramilie 3dB range. That means the shapes
of the triangle have little effect on SFDR improvarh given the same compensation pulse

energy area.

AI Al
2 2 -
|
|
|
1 1 :
|
|
0 , 0 I s
200ps 400ps t 200ps 400ps t

(a) (b)
Figure4.6 Two calibration triangle waveforms
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SFDR vs Frequency for different pulse shape
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Figure4.7 SFDR vs.input signal Frequency for different compensation pulse shapes

4.1.4 Conclusions

A technique for DAC dynamic nonlinearity calibratidias been presented. The
dynamic errors were assumed to be a function otwlresuccessive input digital codes. A
15-bit current steering DAC was designed to vettig validity of this approach. The
simulation results showed that generating an apjat@amount of current pulse and adding
it to the raw DAC output current at each transifp@niod can dramatically attenuate the input
code dependence. Therefore, the SFDR can be sagmify improved through this approach.

The simulation results also showed that SFDR imgmoent is mainly achieved from
the dynamic glitch calibration, which means thatstnof the nonlinearities come from the

early period of the transition region. The robessof the approach was also proven in the
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simulation. The pulses with different shapes wemgliad to the dynamic glitch calibration,
and the simulation showed that given the same cosgten pulse energy area, the shapes
have little effect on improvement of the DACs’ dyma performance. Therefore, this

approach was shown feasible.

4.2 12-bit current-steering DAC transistor level prototype

4.2.1 DAC structure

In section 4.1, we proved that the DACs’ SFDR carsignificant improved by a new
approach through a 15-bit DAC behavior mode. Tdhtrr illustrate the validity of this
approach, we replace the behavior mode blockstvatisistor level to reflect a more realistic
situation in the circuits. A 12-bit DAC as showrgH.8 is used as a prototype in this thesis.
A segmented architecture is employed in the DAGgied he current-steering DAC consists
of a 6-bit thermometer MSB sub-DAC and a 6-bit bnhSB sub-DAC to achieve good
performance at reasonable area. Since most ofdhknearity errors come from the MSB
part, only the MSB part is calibrated. The 6-bit MS&#o-DAC array consists of 63 MSB
current sources. The digital binary input codesthe& 6-bit MSB part transfer to 63 bit
thermometer codes by a 3x3 row-column decoder,od@t by latches for signal
synchronization. The digital input codes to theitttBB part pass through buffer and latches
to achieve the same delay and, therefore, syncteamith the input codes in the MSB patrt.
Cascode structure is used in all current source&btain high-output impedance in order to
reduce the current source drain-voltage varia#onideal ADC is used to generate the 12-bit
input codes.

An overview of different blocks designs is giversfiin this section. Some practical

issues are also discussed during the introduction.
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In DAC design, not only the current sources inticeerror but also the peripheral

blocks such as decoders and switches contribuigfisant nonlinearities. In the behavioral

mode, these errors cannot be fully included. Smsistor level blocks are used to replace the

behavioral mode to reflect these nonlinearitiese Tdeas and issues of practical design of

decoders, latches and, switches are discussea ifollowing section. The current sources

design is also introduced.

4221 Row-column decoder

As discussed in the section above, segmentatioroffanbenefits in terms of DNL

and performance of a DAC. However, for high resoluDAC design, the number of MSBs

www.manaraa.com



61

becomes larger in the segmentation in order toeaeha low DNL and to minimize current
source area, while maintaining a desired yield lleire this case, the complexity in the
decoding logic becomes a major drawback in thi® tgparchitecture. The digital decoder
results in longer delays in the digital decoder affelcts the speed. Furthermore, it occupies a
large amount of silicon area for the logic circultherefore, the decoder for the MSB
thermometer-coded structure is divided into a rom a column decoder so that the logic in

the decoder is greatly reduced.

Row Decoder
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Figure4.9 Two-step decoding

After generation of the digital signals, the 63pais of the thermometer decoder are
obtained by transferring the 6 most significantuinpits from binary to thermometer. For a

given input code, a simple logic circuit at eachidocell, as shown in Fig. 4.9 [26], will
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decide whether to turn on or off the correspondmgent cell. Then, a region like the
shadowed portion in Fig. 4.9 will generate the oangignal that will select and turn on the
current sources to which it connects. The abovecriesli decoding logic has been

implemented with NAND and NOR logic as shown initogell in Fig. 4.9.
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Figure4. 10 A 3-to-8row decoder circuit and the outputsfor aramp

According to the input codes, the decoder matrixssis of three types of rows. They

are rows in which all of the current cells are &dron; rows in which all of the current cells
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are turned off; and a certain row in which curreells are turned on depending upon the
column decoder signal.

In consideration of these three types of rows, a-step decoding logic has been
developed. The details of the decoding are asvislldn the first step, digital inputs are
decoded in the row decoder and column decoder. nmber of flags in the columns
corresponds to the input value of the column decodlke number of flags in the rows
corresponds to the input value of the row decotles pne. In the next step, each logic gate
in the current cell identifies the row type desedabove by comparing one row signal with
the one next to it. If both of the row signals atea high level, then the current source is
turned on regardless of column signal. If the tww signals are different, then the current
source is turned on depending upon the column kiJins operation can be achieved by
using peripheral decoders and NOR and NAND gatethenlogic gate cells in two logic
stages. The inverters inside the cells are usedbdifiering and complementary signals
generation. One local latch has been inserted leetwee cells and the corresponding current
source to synchronize the output switch signaltarslippress the glitch.

The actual row and column decoder circuits are shaw Fig. 4.10(a). NAND and
NOR logic gates are used to implement the 3 tod®dieg. The inverters at the input node
and between the logic gates are used for the gemexs the complementary signals and for
buffering to achieve a time delay. The fan-out &ardin in each logic gate are optimized to
enhance the decoding speed. For the 3-bit bingmyticodes, A~As, the thermometer
outputs are B-B;. Fig. 4.10(b) is the simulated output for the dbro It can be seen that the

output increases one by one with a 3-bit input ramp
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4222 Latch

Latches have the function of storing digital sigmalues between two consecutive
clock cycles and operating the switches only at dlodve-clock edge. For the correct
operation of a DAC, it is very important that ongitsh is always turned on within the
current cell so that the current can flow into eftlone of outputs. while the switches are

controlled by the switching-control signals prodiity the latches.
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Figure4. 11 Latchesstructure
a1 Vop
1.9 :Vi Von

{v)

760mf

3oEm:

—1ogmk
11.98n

Figure4.12 Latch output signal crossing point
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It is widely known that both inaccurate settled wesl and nonlinear switching
transient contribute to spectral harmonics in DA@pat. These harmonics are major factors
limiting the spurious free dynamic range (SFDR)eTihaccuracy of the settled values is
mainly due to static error, while the nonlinearity switching transient is primarily due to
parasitic effects in the current source cells &@dnonsynchronous control signals. There are
some important issues that have been identifieddduase dynamic limitations by switching
[23]: imperfect synchronization of control signalisthe switches; drain-voltage variation of
the current-source transistors; and coupling ofcthv@rol signals through the switches to the
output.

A well-designed synchronized driver is used to miae these three effects. In the
case of a traditional-switch driver, both switcleas be turned off simultaneously for a short
period of time. The drain capacitor of the curreource transistor will be charged or
discharged during this time interval, which wiltnmduce a significant glitch and deteriorate
the dynamic performance of the DAC. This phenomenan be attenuated through a
traditional-switch driver by shifting the crossipgint of the switch transistors’ differential
control signals. This method prevents these treorsisrom being simultaneously in the off
state. The difference in delay between the differdigital decoder outputs can also be
minimized by placing the driver in front of the sghies and through careful design, therefore,
the final synchronization is performed. Furthermotiee dynamic error caused by the
parasitic gate—drain feedthrough capacitance rsfgigntly lowered by the use of a reduced
voltage swing at the input of the switches. Thidueed voltage swing is achieved by
lowering the power supply of the digital driver.

A high-speed rise/fall-time-based circuit has bseggested [23] to work as a driver.
The driver is based on a simple latch. An extra PM@&t circuit is placed in parallel with

each of the cross-coupled PMOS transistors situateithe top of the circuit. The input
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signals are then connected to the PMOS through a NM@Sh controlled by a clock. As a
result, the output nodes can be instantaneouskgetfiao high voltage level when the input
falls low, while it reaches low voltage level whigye input is high.

In this structure, the intrinsic delay is elimindtéom the circuit's operation as
charging and discharging starts at the same monhetcrossing point can be controlled by
the scaling of the gate width of the PMOS and NM@@&distors. In this circuit, the PMOS
positive feedback loop results in a rise time thahuch faster than the fall time of the driver
circuit. Therefore, a high crossing point of thBetential outputs is available at the output of
the latch. The outputs can be used directly for NMQSC implementation. In PMOS
implementation, the low crossing point of the difietial output can be realized by scaling
the NMOS gate width up and the PMOS gate width ddwninverter can also be placed, as
shown in Fig. 4.11 and Fig. 4.12, in the circuteatthe outputs of the driver to convert the
high crossing point to a low crossing point.

An additional latch formed by the small invertomncbe inserted between the two
inputs of the latch to suppress the clock feedthindoy the pass transistors and stabilize the

synchronized inputs.

4.2.2.3 Current sourcedesign

For high-speed, high-accuracy DACs, a segmentederursteering topology is
usually chosen, as it is intrinsically faster andrenlinear than competing architectures. The
conceptual block diagram of this type DAC is degicin Fig. 4.13: the least significant
bits are implemented in binary, while themost significant bits steer a unary current source
array.

The general specification for a current-steeringMABan be divided into static,

dynamic, environmental, and optimization specifmad. In the case of a DAC, the static
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parameters include static accuracy, integral neality (INL), differential nonlinearity
(DNL), and yield. The dynamic parameters include gbkttling time, glitch energy, spurious-
free dynamic range (SFDR), and sample frequenceg. diftvironmentaparameters include
the power supply, digital levels, output load, amglit/output range. The power consumption
and area are the optimization targets and need toihimized for a given technology. In this

paper, we focus on DACs’ dynamic property.
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Figure4. 13 Conceptual block diagram of a DAC

The conceptual block diagram is implemented by #rmeposed segmented

architecture as shown in Fig. 4.13. The currentcasg implemented by a cascode structure.
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The current generated by the currsatirces is switched to either side of the two ckifidial
output nodes by switdnansistors Vswp and Vswn. These signals are sgncted by a latch
in front of the switches. The steering signals geaerated from the binary-to-thermometer
decoderfor the unary latches out of the digital input wanad a latencgqualizer block for
binary structure. This latency equalizer block @asicorrect timing fothe steering signals
of the binary signals. One of the important ardtiteal choices is how many bits are
implemented using binary weightedirrent sources and how many using unary weighted
sources. The thermometer architecture allows farimmam glitch energy and DNL at all
code transitions because each LSB current sourterngd on or off individually, but it
requires a large number of switches and decodigig,levhich greatly increases the die area
and the digital decoding delay. The binary approaltbws for the minimum number of
switches and decoding logic because each inputdritrols a binary weighted number of
current cells, so no decoding is required. Howetes, results in all current cells switching at
the major code transition, which maximizes thecgliénergy and provides worst-case DNL.
The design approach taken here is to have the theshometer code in the DAC
architecture that does not increase the die aggafisantly over the fully binary approach.
Thus, this design uses an architecture that is thalfimometer and half binary because it
results in an acceptable penalty in die area dwerfully binary approachlhe basic floor
plan of the proposed architecture is shownFig. 4.13. The switches and the cascode
transistors are placed in an array, which is sépar&om the latches array, to make the
whole current source array area small, and the exiom between switches and current
sources, therefore, alleviate the gradient errfmcefand parasitic capacitance at the drain of

current sources.
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4.2.2.4 Switches

The dynamic performance of the current-steering DaQighly dependent on the
current switches. The switches are a simple diffie pair whose tail current is switched
completely to either of the two output branchese Taximum operation speed of the switch
is ultimately limited by the process parameters. Mgh-signal frequencies the output
spectrum is degraded due to glitches. The key sssuminimize the glitches are [23]

a. to minimize the capacitive coupling from the digitantrol signal to the analog
output and to the current sources;

b. to avoid timing differences between switch controls

c. to minimize the voltage variation in the common rseunode of the differential
current switch during the switching; and

d. to minimize the stray capacitance from the cursenirce output to the ground.

Vdd
Vbi] Vswp Vswn
Vb;i
Vp Vp
Vswp_ | Vswn
RL RL

Figure4. 14 Current sourceunit cell and the voltage variation at point P
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The unsynchronized digital input is fed in from te# and the cascode current source
and the current switch are shown in Fig. 4.14. G&eacitive coupling to the analog output
can be minimized by limiting the amplitudes of twatrol signals just high enough to switch
the tail current completely to the desired outpanish of the differential pair. In addition, the
switch transistors are kept relatively small inertb avoid large parasitic capacitances. The
digital input is synchronized with a latch. To ereswequal operation speed of different
switches, the current densities in the switch isdoss has to be the same, which is obtained
by scaling the width of the transistors. The scplis done only for the switches
corresponding to the 6 MSBs to avoid impracticadlsge transistor sizes. It is important to
keep the voltage in the common source node of ifferehtial pair as constant as possible
during the switching. The voltage variation in timgde causes the stray capacitance to be
charged and discharged, which, in turn, slows dtvensettling of the output current. The
voltage variation is minimized by overlapping thentrol signals in such a way that their
across point lies slightly above the minimum voltdgeyvel. The DAC is organized as an array

of PMOS current sources driving a®®0

4.2.3 Simulation results

As discussed in section 4.1, in order to compertsatdynamic errors, it is better to
calibrate as many bits as possible. But, the coxitglef the look-up-table will increase
dramatically with increased calibrated bits, whitaprovement of SFDR may not be
proportional to the calibrated bit number. So ad@f exists between the number of
calibration bits and the complexity. In this papijbration is done to the 6-bit MSB current
array. The clock frequencyfis 200MHz. A sine waveform is used as the inputaigThe
dynamic glitch compensation pulse width is 0.8nkilevthe dynamic settling compensation

pulse width is 5ns.
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The results in the previous 15-bit DAC calibratiamowed that the SFDR
improvement is mainly from the dynamic glitch caditton. Therefore, only dynamic glitch
calibration is applied to the transistor-level ieyplented circuits.

Dynamic calibration is done for two cases: singleut frequency error look-up-table

calibration and combined error look-up-table caltlon.

4.2.3.1 Error look-up table coverage

As we discussed in chapter 3, distortions in DAf&saafunction of the input code and
its step-jumping from the previous input code. ablrate distortion, a three-dimension error

look-up table is built where one error value isratbfor a given input code,»xand step-
jumping %tep

As for realistic DAC calibrations, a full-scale loop-table should be used to
calibrate any input frequency signal. To constriet full-scale error look-up table, DAC
input signals are structured so that the DAC isitedcover the entire DAC Nyquist
bandwidth with significant distortion terms withthe observation band to get small error
look-up tables for every input frequency first. Wlifscale look-up table can then be built by
combining the small error look-up tables togetfidre calibration is applied to 6-bit MSB in
this design. As a result, the look-up table is dfize of 64x127 (input code: 0~63, step
jumping-63~63). There is no need to fill in theoltable because for a given input code
the step-jumping is not from -63~63. For examplaew the input code is, %8, the step-
jumping is from -55~8. In practice, step-jumpindgetween —(63-) ~ X, which is half of the
whole jumping range. So, only half of the errordag table needs to be filled. A small table
can be constructed at a single input frequencyc&wefully choosing input frequencies to
activate the full-scale input codes and step-jumgpimne can then combine all the small
tables together to obtain a full-scale table. Bid5 is an illustration of the small look-up

table at different input frequencies and the comtifull-scale table. For sampling frequency

fox with the input signal frequency, :%x fac, the resulting look-up table is illustrated in

Fig. 4.15(a), (b) and (c). The horizontal axigjsut codes, while the vertical axis is the step-
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jumping. It can be seen from the plots that foirgle input frequency, only a part of the

table is covered.
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The higher the input signal frequency, the largerdtep-jumping. Many small tables have to

be built and put together to construct the fullsd¢aok-up table as shown in (d).

4.2.3.2 Single-input frequency error look-up table calibration

From the foregoing description in chapter 3, alsHigput frequency error look-up-
table E, (n=1,2,...,N) can be obtained for each input signaduency. For a 6-bit MSB
subDAC, the input code paries between 0 and 63, whilgd2is between -63 and 63. At a
signal-input frequency, the corresponding smabretable E, contains only a fraction of the
full-scale table. In this calibration, the compdima pulse is generated from the
corresponding small error look-up table for eacpuinsignal frequency. The dynamic
performance of the DAC is shown in Fig. 4.17. Frtie plot, it can be seen that a significant
increase in the SFDR performance, at least 20diB,beanoticed at high frequencies when
dynamic glitch calibration is taken into accounheTplots in Fig. 4.16 are the spectrum
characteristics before and after calibration. Therebvious harmonic distortion in the plot
before calibration. However, it can be seen from lot after calibration that the distortion
can be significantly suppressed to as low as tieerftoor through dynamic calibration even
at high frequency close to Nyquist rate (100MHz)e Thsults show that the main dynamic
distortion is contributed to by the nonlinearit@song the transient region. SFDR can be
dramatically improved by reducing input-codes amehping-steps dependent nonlinearities

in the transient region through dynamic glitch loadtion.
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FFT of DAC output before calibration
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Figure4.16 FFT of DAC output before and after dynamic glitch calibration with

singlefrequency error look-up table
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SFDR vs Freq.
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Figure4. 17 SFDR vs. input signal frequency for signal frequency error look-up table

calibration

4.2.3.3 Combined error look-up-table calibration

As for a realistic DAC calibration, the look-uta should be used to calibrate any
input frequency signal after it is built. The asgtion of this approach is that the correction
table is mainly the current-input code and theedéhce of the current and previous codes
dependent. It means for an input code gftAe error will be given by E=f (X Xgit), and E
is frequency independent or nearly independent Bheasy to understand because no matter
what frequency it is, the output current is obtdiffrem certain current sources. For the same
current input code, for examplepXhe current sources that are used to generatedo@ed

current should be the same. Thus, no matter wigainibut signal frequency, if the jumping
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Xgitt IS equal, the current used to calibrate the neality should be the same or very close
for the same X It is found to be true after comparing the ovgplag error value among
different small error look-up-tables. Fig. 4.18tle error look-up-table of full scale input

codes and jumping steps.
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Figure4.18 Combined error look-up table
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FFT of DAC output before calibration
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Figure4.19 FFT of DAC output beforeand after dynamic glitch calibration with full

scaleerror look-up table
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Figure4.20 SFDR vsinput signal frequency before and after dynamic calibration

The plots in Fig. 4.19 are the spectrum charattesivefore and after calibration.

From the plot it can be clearly observed that themonic is suppressed from -62.5dB to -

71.4dB. About 9dB improvement is achieved at neaguist rate.

Fig. 4.20 shows the DAC’s dynamic performance leefand after calibration.

Although the SFDR may degrade a little at low fregey, the improvement becomes more
significant with increasing input-signal frequendjore important is that the SFDR remains

nearly constant until Nyquist rate, where the SkDRrovement is significant.

The improvement of SFDR from the combined errokiap-table is not as large as

that from single-input frequency error look-up-t&hl One reason may be that, in this
approach, it is assumed that the error table shbelfrequency independent, but it is not

completely unrelated to input signal frequencyeality.
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SFDR vs Freq.
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Figure4.21 SFDR vsinput signal frequency before and after dynamic calibration

Frequencies plotted in Fig. 4.20 are all from thased to build the full scale error
look-up table. To verify the robustness of thisilwaltion, frequencies not used in table
construction need to be under calibration to oleseow the SFDR will change after dynamic
calibration. Fig. 4.21 shows the DAC’s dynamic perfance before and after calibration,
where the “*” on the plot marks the tested frequescot used in table construction. The
plot shows that all the frequencies follow the treasf SFDR vs input signal frequencies
although the SFDR improvement at the tested fregjasrare 1~2 dB smaller than that from
those frequencies used in error look-up-table coosbn. There may be some frequencies
where the SFDR improvement is dramatically loweattthe trend. However, a lot of
frequencies are used to build the error look-upetaland the calibration results from

frequencies that are not used in the error lookalnybe construction also follow the trend, the
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possibility of SFDR after dynamic calibration wilignificant deviation from the trend is
quite small.

In above calibration, the full scale error look-ale is built by averaging errors over
whole Nyquist bandwidth. In this way, the full seahble can be used to do broadband
calibration. However, if only a narrow frequencieEnd is of interest, the full scale table can
be constructed in a different way. For examplesighals at low frequencies are critical, the
errors obtained at low frequencies are weightedemothe error look-up-table construction.
Fig 4.22 is the DAC’s dynamic performance afteilzaktion with full scale error look-up-
table built by replacing error values of small jungpsteps with the errors extracted at low
frequencies. The plot shows that significant imgroent is achieved at low frequencies

although DAC'’s performance degrades moderatelgemtedium frequencies range.
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Figure4.22 SFDR vsinput signal frequency with modified error look-up-table (low

frequencies)
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The same mechanism can be applied to high fregeesggnal calibration. Fig. 4.23

is the plot of SFDR vs input signal frequenciegmfeplacing the corresponding error values

at the full scale error look-up-table with errarsrh high frequencies small tables. The results

show that significant improvement is achieved aghhifrequencies although DAC'’s

performance degrades moderately in the mediumamdréquencies.
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Figure4.23 SFDR vsinput signal frequency with modified error look-up-table (high

frequencies)

The simulation results show that more significamtpiovement of the DAC’s

dynamic performance can be achieved if the caltmat focused on a narrow frequencies

range compared to broadband calibration.
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1) SFDR vs. compensation pulse delay

In the above calibration, it is assumed that themensation pulse is aligned with the
raw DAC output. But, that may be not the case ertality. A time interval between the raw
DAC output and the calibratioAty, may exist. This delay will have an impact on SEFDRe
effect of differentAty to SFDR is shown in Fig. 4.24. In the simulatidmg tompensation
pulse width is 800ps and the input signal frequeiscgbout 73.8MHz. The magnitude of
SFDR decreases from about 70dB to about 65dB winerde¢lay width changes from O to
400ps. If the delay can be controlled under 20@pes degradation of the SFDR is less than
about 4%. The requirement of this control is natdhao it is not a significant concern in the

design. This result shows that this approach iasbb

SFDR vs Compensation pulse delay
after dynamic calibration
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Figure4.24 SFDR vs. compensation pulse delay of DAC after dynamic calibration
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2) SFDR vs. shape of compensation pulse

As in the previous discussion of 15-bit DAC caltbya, not only the robustness of
the approach but also implementation possibilihieed to be considered. In the previous
calibration, the pulses used in calibration ar¢aregle waveforms. In reality, it is a challenge
to get rectangle waveform with width of half a ne@oond. However, it is easy to generate a
triangle or near triangle waveform. If the SFDR moyement using triangle waveforms for
compensation can achieve the same or just belowoth@ctangle waveforms, it will relax
the realization of the calibration. Two kinds ahtrgle waveforms, (a) and (b) as shown in
Fig. 4.25, are used to replace the rectangle wavsfoBoth of the triangle waveforms have a
width of 800ps. The height of the triangle waveferia normalized to the height of the
rectangle waveforms as 2 to achieve equal compensaaveform area. SFDR improvement
for different compensation pulse shapes is showhign 4.26. The SFDR vs. input signal
frequency curves of the dynamic calibration arselto each other, especially the calibration
through rectangle waveforms and shape 2 triangleefesams. The SFDR after the shape 1
triangle waveform calibration has just less thadBldeviation. The results show that the
shapes of the triangle have little effect on theDBFimprovement given the same

compensation pulse energy area.

4, 4,
2 2
|
|
|
1 1 :
|
|
|
0 » O . >
400ps 800ps t 400ps 800ps t

(a) (b)

Figure4.25 Two calibration triangle waveforms
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Figure4.26 SFDR vs. input-signal frequency for different compensation pulse shapes

4.2.4 Conclusions

The simulation results of the 12-bit transistorelecurrent steering DAC using

dynamic glitch calibration applied with both singhgut frequency error look-up tables and a

combined error look-up table showed that distodi@man be efficiently reduced and the

SFDR can be correspondingly significantly improvédough this calibration scheme by

applying narrow pulses to compensate for nonlitieari The simulation also showed that

this approach is robust. Given the same compemsatitse energy area, the pulse sharps

have little effect to the DAC dynamic performanogrovement. Therefore, this approach is

feasible.

www.manaraa.com



85

CHAPTER 5. EXPERIMENTNAL RESULTS

The behavior- and transistor-level calibration pehares were presented in chapter 4.
In this chapter, we will present and discuss theeerental results of the DAC dynamic
calibration. First is an introduction to the expeent measurement procedures and principles.
Following that is the DAC experiment testing setdjmally, the measurement results and the

discussion of the results are given.

5.1 Introduction

The goal of the calibration of a DAC is to find emor look-up table which drives the
CALDAC to generate an extra current and add ithe taw DAC to produce a spectrally-
pure desired output waveform. In the previous akramrror information was obtained by
removing the fundamental components from the specwutput and applying IFFT to the
residual frequency domain series. It is easy tbzee#he procedure in simulation. However,
there are difficulties in determining error valuasexperimental measurement. First, output
of the DAC is analog, so error data of a DAC netde quantized so that it may be
manipulated with a computer. To obtain the errdada possible scheme is to sample the
output of the DAC using a higher-performance (hggolution, same speed) ADC. However,
an ADC with equal or better performance to the DA@enerally not available. In practice,
ADC errors usually dominate the DAC errors for degi at the same sample frequencies. A
system with a ADC with higher performance that epes at slower clock rate is a possible
solution [29]. In this approach, the system cloitles ADC at the DAC rate divided by a ratio
R. A low pass filter is added after the outputtu DAC to remove frequencies outside the

Nyquist band of the ADC. This allows the user tgpliement a slower ADC with linearity

www.manaraa.com



86

superior to the DAC. This ADC may measure DAC outpuors that appear at frequencies
within the filter pass band. In order to perform aturate calibration, the effects of the
calibration system on the system output that ateelated to DAC error, such as the phase
and amplitude changes introduced by the low pdes &nd the gain error and delay caused
by the ADC, must be removed. Amplitude is not ssue, but the phase reference between
the DAC input samples and the measured samplestihierADC used to calibrate the DAC
must be determined. The coherent measurement systpnnes substantial time and effort to

determine the phase references. This limits theotidgs approach.

X(N\) PC/ Algorithm |
\ 4
Xp
Pattern —N

Spectrum

Generator | ; : DAC —/ A%alyzer
fclk
A

Clock

Figure5.1 DAC test setting

Another approach [30] to determine DAC error withkmowledge of timing has been

introduced. The procedure is to measure the powethe DAC output at every input
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frequency to extract the error waveform by varyithg input signals. Then, the error
waveform is used to modify the input sequence taiokithe desired output. This is a precode
approach which is not the same as ours, but wedcaw inspiration from its idea. A
measurement setup is illustrated in Fig. 5.1. At fia program is used to generate a length N
periodic sequence with period humber M and deliher sequence to the signal generator.
The pattern source then cycles through the sammesating the sequence every Ti/f
second and the DAD translates these samples tonalogasignal. This analog signal
containing power at input frequencies and the disto power at other frequencies is
measured by a spectrum analyzer. Based on the medagaiues, the error is extracted. The
sequence is then modified according to the ernodstlae process is repeated until the error is

removed to a tolerated level.

5.1.1 The error determination procedure

The sequence sent to pattern generator is a perggdnal with length N. The

discrete-time Fourier series (DTFS) is:

N-1 0
x(k):Zx(n)e N

n=0

N-1 j27kn (5.1)
X(n):%ZX(k)e N

k=0

The spectrum of x(n) has N distinct bins for k=R,1,,N-1. The values of x(k)
represents the phase and magnitude of each spemtnglonent. The output of an ideal DAC
would contain energy only at those frequenciegedl#o N bins at frequenciets:%. To

measure error, a DAC is driven with a sequencedhligthas energy in known bin locations.
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Solution

Figure5.2 a and by determination through three power spectrum measures

Any energy appearing in bins other than those peedaened would be considered
error energy. By measuring error energy in thess,kan error sequence is determined. The
error waveform experiences the same devices asighal, and, therefore it should have the

same expression with x(n):
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LN jZEkn
g ==>Ce N
k=0 (5.2)
- 12,5 (o o5 s
N2 & A N N
2 2
_i 2_a +b
where Cﬁ% Cl _%

In order to determine the error sequence, measumtsméa and h must be made. A
power spectrum analyzer provides measurementseo$iinal power Pat the k bin. The

measured power component is:

2 2
R = (2 Zb‘ ) (5.3)

wherey is a gain constant between the samples and thegapawer spectrum measurement.
To get the input error waveformg and i need to be known. However, the power measured
by spectrum analyzer is proportional g+ab? not a and k. a’+ b defines a circle on
which the value jaand i must lie. From the measurement, it is only knokat the values of

a. and R lie on the circle with radius:

2 2
Lo P thE R
R=IC = () ) (5.5)

But their location can’'t be determined yet. Sinkeré are two variable, two more
measurements are needed to solve the valugsaolddy.
Modifying the DAC input sequence by adding a cosiith amplitude @ at that bin

results in a change of the measured power and, ribsigdts in a new circle with radiug:R

a2 2
%:(W):% (5.6)

By adding this second circle, thevalue has been identified by the intersectiorhef t
two circles while the phas only two possible values. The value ofdn be found by adding

a sine with amplitudeyb The third circle has equation given by
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R :(ak2+(bk_bk')2)=& 51)
2 4 % .

From the equations (5.5), (5.6), and (5.7), theeslof g and k can be determined:

__4RZ-4R%*-g 2

= —Zak'
(5.8)

__ AR -4R*-p?

by = T e

Then the k harmonic component of the error sequence is iflethti The same
procedure can be applied to other harmonics.

The procedure can be summarized as follows:
1. Generate a signal with known amplitude and inputhts DAC, and then measure the

output to determine the scale facyor
2. Determine bin§<:{>&,>(2,>§,--3>§1} (m: desired signal number) and frequenciemfwhich

the desired signal energy is located. For samgtieguency i, period length N, if the
location of the desired signal bin is located atiién the signal frequency, :%x foi -

3. Quantize the desired waveform into a sequence works input signal to the DAC.

Measure the DAC output power spectrumy)(for f=Xek (k=0,1,...,N/2-1). In

N )
practice, the dominant distortion is from tHé @nd & harmonics; as a result, only bins

at which the ? and & harmonics locate need to be measured.

5. Modify the original sequence by addimgsin(%) (k is the location bin of ¥ and &
harmonics within Nyquist band).

6. Measure the power spectrum)for the desired signal”2and 3 harmonics within the
Nyquist band.

7. Modify the original sequence by addimgcos(zN—’f‘) (k is the location bin of ® and ¥

harmonics within Nyquist band).
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8. Measure the power spectrunp)for the desired signal”2and 3 harmonics within the

Nyquist band.
4R - 4R? - a2
23,

_4R?-4R*-h?
2’

determine the values of (aand Rk Then the calculated error is

9. Using a.=-

, b= , where r=P2 r =R and r,=22, to
y y y

2rmks

(2m
N N

k3)+bK3sin( ), where lkk and k are the bin

k2) +by,sin I(2)) +(agsin

o = (asinx e

location of 29 and ¥ harmonics in the first Nyquist rate. A desired pustcan be

obtained by subtracting the error wave from thgioal signal.

5.2 Experimental setup

According to the procedure description in sectidh &e will evaluate this procedure

and use it to get the error information on expentaeDAC.

PC/ Algorithm |
A 4
HP8594E
DG2020A DC Spe8c5t?um
Signal Generator Power Supply Analyzer
A
X(n) | fs -
14b | 1b R
|1 ADo9764

Figure5.3 DAC experimental measurement setup
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The procedure was verified on an Analog Devices, Iil-bit 125 MSPS TxDAC
(AD9764). The experimental setting is shown in FQ. To get precise values qfand I,
it is very important to make accurate power measargs from the spectrum analyzer. In the
measurement, it is critical to make sure that thmui signal magnitude into the spectrum
analyzer is not beyond the input range of the dewrc distortion will occur which will,
causing inaccurate results. In this experimentadsueement, a 20dB attenuate is applied to
the input signal when it enters the spectrum amalyzo obtain an accurate measurement
result, the span and bandwidth must also be carsid&he center frequency of the analyzer
is set to the desired frequency. The span is sktigHz and the resolution bandwidth is set
to 100Hz.

The following are the measurement equipment:

Devices Model Specifications
DAC AD9764 Current steering, 14 bits, 125MSPS
Signal Generator DG2020A Data rate : 200 MHz,

Output channels: 12,24,36

DC Power Supply Vdd=3V, Vss=0V

Spectrum Analyzer HP8594E Dynamic range: +30dBrA7dBm
Frequency range: 9kHz~2.9GHz

Input impedance: 50 Ohms

The input sequence length N is set as 4096, thelsanifrequency §= 50MHz.
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5.3 Experimental results

The calibration was implemented for two cases:bcation through precode and

calibration through error look-up table.

5.3.1 Precode

In this case, a sequence x(n) at each frequencygerssrated to drive the DAC. The

2" and 3 harmonics parameters, &, a and b were obtained through the procedure

described in section 5.1. Therefore, the error Wawe e(t) for this input frequency was

known. Subtracting the error waveform from the imad) signal waveform, a desired signal

X(t)" after calibration was obtained.

X(t)'= X(t)— &)

(5.8)

75 -

S

SFDR vs Freq

—e— before calibration
—8— after calibration

70
m 65 -
=l
o 60 -

L 55 -

50

45 -
0.0

5.0

10.0 15.0
fin (MHz)

20.0 25.0

Figure5.4 SFDR vs. input signal frequenciesfor precode calibration
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After sampling and quantizing the desired signalea sequence x(n)’ is structured

and used to drive the DAC. The same procedurgieal to signals at different input

frequencies. Both x(n) and x(n)’ are measured wphctrum analyzer, the SFDR vs input

signal frequencies is plotted as Fig. 5.4. Fromfipere, it can be seen that around 5 dB

improvement is achieved through the precode cdidra

5.3.2 Look-up table calibration

At the precode calibration, the desired waveforns whatained by subtracting the

error waveform from the original signal. In praetidgt was impossible to compensate the

error for variable input frequency signals by sabtting the harmonics. A table was needed to

store
SFDR vs Freq
75 - —e— before calibration
70 ""\‘\\ —s— after calibration
@ 65 TN
)
o 60 -
=)
& 55
50 -
45 I I I I I |
0.0 5.0 10.0 15.0 20.0 25.0
fin (MHz)
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Figure5.5 SFDR vs.input signal frequenciesfor error look-up table calibration

the error values for different input codes and $tepping heights. The error look-up table

was built by averaging the error values for the esanput code and step-jump height. The
calibration results are shown as Fig. 5.5. Itlsarseen from the plot that there is about 5 dB
improvement of SFDR at low frequency, and the iraproent decreases with the increasing

of the input frequencies. At high frequency, th@iavement is negligible .

5.4 Discussion

The results in section 5.3 show that the DAC’s dyitaperformance can be much
improved through the precode method. It also shtlwd SFDR improvement can be
achieved at low frequency through an error lookalge although the improvement is much
less at high frequency. What is the cause of thprorement degradation with the increasing
of the input signal frequency? Since the calibrai®implemented through error waveform,
it is worthy to observe the error waveform and lapktable.

Set the sequence length N=4096, where the inpuaakigeriod number during the
sequence is M, the clock frequency of the signalegetor is £50MHz because it takes
length of two data to form a clock period, and #wtual output frequency of the sequence

from the data generator is:
o M x fC|k _ M
%9 N/2 2048

x 50MHz S_Q)

Table 5.1 contains the error values for a giveirgmde % and jumping step height
Xstep, Where X%ep= Xn-Xn-1. Observing the error values, we can notice thaether values are
nearly the same at small M (low-input frequency)hai' the M is larger than a certain

number, the error values will deviate and convdméwo different values. Moreover, the
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deviation becomes more obvious when M grows. Theusloes become nearly symmetric
around zero when the input frequency reaches Nycatis. The method applied to deal with
the error values for the same,(Xs.ep IS t0 average these values to get a effectivaeval
eavgn) used for compensation. Sq,£n) is the mean of the group of error values fay (
Xstep- At low frequency, all error values converge teewalue; therefore, their mean is close
to the real errors. With the increasing of the infrequency, the errors deviate to two
different values with nearly the same magnitudedpgosite signs. As a result, their means
come to zero. This means that nearly no compemsai@pplied to the raw DAC, which
results in no improvement in SFDR when the inpghal frequency is close to Nyquist rate.

Observing the error values and M more carefullyfine that the error values deviate
when M is lager than a certain value. Actually, tieenomenon occurs when th& 3
harmonic bin is beyond the Nyquist band. This carekplained easily. In section 5.1, we
derived the error waveform expression:

e(n) = ay, sin(2aqt) + by, Cos(2aqt) + a3 Sin(3agt) + by 5 cos(3agt) (5.10)

This expression is valid when thd Barmonic bin is located within the Nyquist band.

In the calibration, we only compensate for harmsrelow the Nyquist rate. If the
harmonic bins are outside of the Nyquist band, themonics bins reflected into Nyquist
band are of consideration. For example, for N=2048401, the %' harmonic bin is 1204,
which is outside the Nyquist band (1024). So tHkeceed bin located at (2048-3x401)=846
will be chosen to compensate 6t Barmonic distortion at this input frequency signal

For input signal frequency, fthe actual error wave is:

e(n) = ayp sin(27f »t) + by, cos(271f 5t) + ayz sin(27f 3t) + by 5 cos(27f3t)  (5.11)

And
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f2 :2f0
f3:3f0 when fo <%
f2 :2f0

_ f o
f3 = fs—=3fo | when —S < fy<—S

6 4 (5.12)
fa =l fs=3fp |
f3:|f _3f0| when £<fo<k
y 4 2

where {is the clock frequency.

Fig. 5.6 and Fig. 5.7 show error waveforms at d#ife frequencies. For a pair of
(XxXstep, * marks the satisfied points. Fig. 5.6 is thit for low frequency (3kf42). Fig.

5.7 is the plot for high frequency (& close to §2). At low frequencies, the error waveform
is periodic to the satisfied points, so the erralues hit by these points are of close values.
While at high frequencies, there are two satisfiethts in a period, and each of them hits a
different value. Therefore, two values occur atHigquencies.

The errors for given (Xsiep and their extracted value determined by averatiege
values are shown in table 5.1 at different inpagérencies. In the table, the extracted values
are close to their real errors at low frequencids|e the extracted values deviate from their
real errors with increasing input frequency. Valbesome near zero at frequencies close to
the Nyquist rate.

The previous discussion revealed that SFDR impreverdecreases due to deviation
of compensation error values for a givepXxey. This observation is taken to the error with
a width equal to a clock period. How about the recaxes in the dynamic glitch calibration,

since those pulses have a much narrower width?
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Table5.1 Compensation error valuesfor different input frequencies at different input

code and step-jumping

(Xn, Xstep (6.5) (7.,7) (@.7) (7, 7) (8,7) (10,7)
M 201 301 401 551 701 851

-0.00047| 0.00022 0.0010 0.00094 0.0012 -0.0025

-0.00047| 0.00021 0.0004|  -0.00092 -0.001 0.0025

-0.00048] 0.00022 0.0010|  -0.00095 0.0012 -0.0025

-0.00045 0.00020 0.0004 0.00093 -0.001 0.0025

-0.00046| 0.00022 0.0010|  -0.00094 0.0012 0.0025

-0.00046| 0.00021 0.0004 0.00093 -0.0011 -0.0025

E -0.00047, 0.00021 0.0010 0.00095 0.0012 0.0025

R -0.00047, 0.00020 0.0004|  -0.00094 -0.0011 0.0025

R -0.00045  0.00022 0.0010 0.00092 0.0013 -0.0025

O -0.00046  0.00021 0.0009 0.00094 -0.0011 0.0025

R -0.00046  0.00023 0.0004|  -0.00093 0.0013 0.0025

-0.00047| 0.00021 0.0004|  -0.00095 -0.0011 -0.0025

Vv -0.00047| 0.00020 0.0010 0.00094 0.001 0.0025

A -0.00045| 0.00022 0.0009|  -0.00092 0.0013 0.0025

L -0.00045| 0.00020 0.0004|  -0.00095 -0.0012 -0.0025

U -0.00046| 0.00022 0.0004 0.00093 0.001 0.0025

E -0.00046  0.00021 0.0009 0.00095 -0.0012 -0.0025

S -0.00047 0.00022 0.0004|  -0.00094 0.001 -0.0025

-0.00048/ 0.00020 0.0010 0.00092 -0.0012 0.0025

V) -0.00045| 0.00022 0.0004 0.00095 0.0011 -0.0025

-0.00046| 0.00021 0.0010|  -0.00093 -0.0012 -0.0025

-0.00046| 0.00021 0.0004|  -0.00095 0.0011 0.0025

-0.00047| 0.00020 0.0010 0.00094 -0.0013 -0.0025

-0.00047| 0.00022 0.0004|  -0.00092 0.0011 -0.0025

-0.00045/  0.00020 0.0010|  -0.00095 -0.0013 0.0025

Mean (V) -0.00046 0.00021| 0.00069| -0.000001 | 0.000003 -0.00009
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compensation waveform and input waveform
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Table 5.2 is the error pulse amplitude for a gigerXsiey at each input frequency in

the 12-bit transistor-level dynamic-glitch caliboat The data in the table show that the error

values are very close to each other at both lowt lagh-input frequencies. This indicates

that the mean used to compensate for nonlineaortiggts is very close to the real error.

Therefore, much significant improvement of SFDR barachieved through this approach.

Table5.2 Dynamicglitch error valuesfor different input frequencies at different

input code and step-jumping

(Xn, Xstep (8,7) (23,22) (38,34)
M 35 81 189
-0.00016926  -0.0022182 -0.0009618
Error (V) -0.00020762 -0.0011162 -0.0015234
-0.00029773  -0.0020118 -0.0006088
Mean (V) | -0.000224869 -0.001782067 -0.001031343

e 12 bits current steering DAC

» Sampling frequency$200MHz

M

* Input signal frequencyg, =——x

512
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Table 5.3 is the error values for dynamic settlcggibration at different input
frequencies. The table shows that the values vadglywfor a given (xXsep at an input
frequency. Therefore, it is no surprise to expaoge difference between the mean and the

real error and little SFDR improvement through dyrasettling calibration.

Table5.3 Dynamic settling error valuesfor different input frequencies at different

input code and step-jumping

(Xn, Xstep (8,7) (23,22) (38,34)
M 35 81 189
4.77363E-05 -0.0001025 -8.538E-05
Error (V) 9.14835E-05 0.00016688 -0.0001575
0.000103844 0.00010294 -0.0002532
-8.74185E-05
Mean (V) 3.89112E-0% 5.57698E-05  -0.0001653671

» 12 bits current steering DAC

» Sampling frequencyf200MHz

 Input signal frequencysg =

—xf
512 °
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CONCLUSIONS

In this dissertation we have addressed the issudyoémic nonlinearities in the
digital-to-analog converters. We have explored wehapproach to calibrate current-steering
DACs. This approach assumes that the nonlineactese mainly from the early period of
the transition region and a series of pulses cageberated according to the error waveform
and added to the output of the raw DAC to compengat nonlinearities. The errors are
regarded as a function of current input signabmd the step jumping heighe A small
error look-up table was built for each input sigfr@quency. The full-scale look-up table
consisting of many small tables can be construtdechlibrate arbitrary input signals. The
validity of this approach was demonstrated with Zbit current steering DAC. The
simulation results showed that the main nonlinegritvere from the early period of the input
codes transition, called dynamic glitch errors his tdissertation. The dynamic glitch error
calibration approach used by applying narrow putsesompensate the nonlinearities did
efficiently reduce the distortions, and the SFDRviiaved significantly improved using this
calibration scheme. The robustness of this appreas also proved in the simulation. The
calibration was then applied to a commercial cursteering DAC. Experimental
measurement results are also provided for a speasal of this dynamic calibration algorithm
that show that the dynamic performance can be iwgarahrough dynamic calibration,

provided the mean error values in the table argedlo their real values.
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